




 
 

ABSTRACT 
 

 

As the most land-locked of the world’s oceans, freshwater input from the land surface strongly 

controls the salinity of the Arctic Ocean, and subsequently the thermohaline circulation of the 

North Atlantic.  There is mounting evidence of recent warming in the arctic, including thinning of 

sea ice, permafrost warming and increases in fall and winter streamflow in Siberia and Alaska.  

Such changes have the potential to feedback and further influence global climate through the 

modulation of fresh water inputs to the Arctic Ocean, and subsequently, the rate of deep water 

formation in the Greenland Sea.  Based on observations alone we do not have the ability to close 

the water budget of the Arctic drainage basin, or make predictions regarding its response to 

warmer temperatures.  This dissertation describes a course of research aimed at better estimating 

the arctic regional water budget, with a focus on the influence of lakes and wetlands and 

sublimation from blowing snow.  In low-gradient arctic watersheds, permafrost contributes to the 

generation of extensive wetlands, ponds and lakes in a semi-arid region of precipitation.  In the 

Putuligayuk catchment in northern Alaska, water balance calculations indicate that between 24 

and 42 percent of snow melt water is not immediately available for runoff.  This observed storage 

effect can be explained in large part by the excess of evapotranspiration over summer 

precipitation from open water areas which results in a seasonal reduction in the extent of surface 

water of 58 to 73 percent.  A lake and wetland algorithm added to the Variable Infiltration 

Capacity (VIC) macroscale hydrology model is able to simulate this seasonal reduction in 

wetland extent.  An algorithm to represent topographically induced sub-grid variability in wind 

speed and blowing snow sublimation was designed for use within the VIC model.  Annual 

average sublimation from blowing snow predicted by this model for a region on the Alaskan 

north slope varies from 55 mm in the foothills of the Brooks Range to approximately 25 mm on 

the Arctic coastal plain. 
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CHAPTER I: INTRODUCTION 

BACKGROUND 

Climate simulations predict that temperature changes associated with global warming will be 

most severe in high latitudes (Giorgi et al. 2001).  This is primarily due to radiation feedbacks 

associated with a reduction in seasonal snow and ice cover (Manabe et al. 1991).  Such sensitivity 

makes the Arctic a potential indicator of global change.  There is mounting evidence of recent 

warming in the Arctic, including thinning and a decrease in the maximum extent of sea ice, 

permafrost warming and the northward migration of the tree-line (SEARCH 2001).  Further 

evidence is seen in the increases in fall and winter streamflow that have been detected in Siberia 

and Alaska (Lammers et al. 2001,Yang et al. 2002). The observed increases are consistent with an 

increased portion of precipitation falling as rain and a shift forward in the timing of spring melt 

events (Lammers et al. 2001), and enhanced subsurface flow in the autumn due to later seasonal 

freezing of the active layer (Yang et al. 2002).   

The strength of the coupling between the ocean, land and atmosphere in the Arctic is particularly 

important to the global climate due to their combined influence on the net transfer of heat 

northward and low-salinity ocean water southward.  Freshwater input to the Arctic, along with 

sea-ice formation, controls the salinity of the polar ocean (Aagaard and Carmack 1989). The 

variability of freshwater fluxes to the Arctic Ocean controls the rate of outflow through the Fram 

Strait relative to the Canadian Archipelago (Stele 1996), and subsequently affects the 

thermohaline circulation of the world ocean, through control of convection in the gyres of the 

Greenland and Iceland seas (Aagaard and Carmack 1989, Broeker 1997). Andrews (1998) 

demonstrated that anomalously large influxes of freshwater to the Arctic Ocean have resulted in 

extreme changes in global ocean circulation in the past. Coupled ice-ocean models indicate that 

decadal trends in both arctic precipitation and river runoff have the potential to exert broad-scale 

impacts on the arctic sea ice regime (Weatherly and Walsh 1996) and to excite decadal and 

interdecadal oscillations of ocean circulation (Weaver et al. 1991). 
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By most estimates, runoff from the land surface represents the single largest input of freshwater 

to the Arctic Ocean.  Alekseev and Buzuev (1973) estimated the total freshwater input to the 

Arctic Ocean to be between 4300 and 6475 km3/year, based on ice formation data.  Estimates of 

the portion of freshwater originating from the land surface are approximately 4000 to 4270 

km3/year (Grabs et al. 1999, Vuglinsky 1997).  Treshnikov (1985) estimated the total freshwater 

flux from gauged land surface areas to be 3300 km3/year, or 51 to 77 percent of the total from 

Alekseev and Buzuev (1973). Vuglinsky (1997) attributes 40 percent of the total land-surface 

derived freshwater flux to ungauged areas on the mainland and arctic islands.  These estimates are 

based on the “Arctic Ocean Basin” as defined by Prowse and Flegg (2000) which does not 

include runoff into Hudson Bay or from the majority of Greenland.  

Although extrapolation of observed streamflow to ungauged areas allows bulk estimates of land 

surface freshwater fluxes such as those cited above, the temporal and spatial variability of the 

evaporation and runoff response is largely unknown.  Quantifying the magnitude and variability 

of evaporation from the land surface is important, not only because of its influence on river runoff 

volumes, but also because the flux of moisture and energy to the atmosphere through evaporation 

further influences atmospheric circulation patterns.  The atmospheric moisture budget influences 

greenhouse warming, cloud cover and the surface radiation budget (Serreze et al. 1995).   Low 

atmospheric moisture levels enhance longwave cooling of the surface, which may further 

suppress evaporation (Hinzman and Kane 1995). The efficiency with which energy is returned to 

the atmosphere in polar regions is controlled in part by the low rates of evaporation, sublimation 

and transpiration in arctic regions, limited by the low moisture holding capacity of the relatively 

cold arctic atmosphere (Hinzman and Kane 1995).  

For these reasons, among others, characterization of the major features and natural variability of 

the pan-arctic water balance was posed as one of the central research themes in a recent report 

from the scientific community to the National Science Foundation Arctic System Science 

Program (Vörösmarty et al. 2001). Despite the importance of arctic land-surface freshwater fluxes 

to regional and global climate, the freshwater budget of the Arctic drainage basin on regional to 

circumpolar scales remains highly uncertain:  

 

“Overall, hydrologic data and our understanding of processes are both very poor.  Data 

on energy and mass fluxes is meager, sometimes not continuous, not collected in the 
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optimum areas (but logistically the most convenient) and often collected with 

instrumentation that fails to accurately measure the variable of interest (Hinzman and 

Kane 1995).”   

The dynamics of arctic land-surface hydrology are complicated by unique features such as the 

control of extreme seasonal runoff by snowmelt and ice break-up, large-scale redistribution of 

snow and the effects of ephemeral and permanently frozen soils.  An important concern is the 

paucity of observed data and the difficulties associated with data collection. This makes closing 

the water balance in the Arctic based on observations problematic.  Low-topography in some 

regions, and the influence of ice dams and snow drifts can obscure drainage divides (Rovansek et 

al. 1996, Moskvin 1989) and further disrupt discharge measurements.  Furthermore, the number 

of stations for the operational monitoring of discharge throughout the Arctic declined by 40 

percent between 1986 and 1999 (Shiklomonov et al. 2002).  Perhaps most importantly, errors in 

the measurement of precipitation by standard networks in high-latitude countries can result in 

systematic underestimation of solid precipitation that can exceed 100 percent of true precipitation 

in high wind environments (Goodison et al. 1998).   The lack of an apparent solution to the 

dilemma of accurate, measured precipitation has prompted some researchers to use other sources, 

such as output from retrospective runs of global climate assimilation models (reanalysis fields), 

for regional estimates of precipitation, despite their known problems (Bromwich 1997, Serreze 

and Hurst 2000).  Walsh et al. (1998) found as part of the Atmospheric Model Intercomparison 

Project (AMIP) that the models overestimated arctic precipitation when compared to estimates 

based on the gauge-corrected gridded precipitation fields of Legates and Wilmott (1990) and 

monthly Russian maps (Khrol 1996).  They suggest that the primary problem is likely the surface 

parameterization of evaporation, which controls the rate of moisture input to the atmosphere.  

Land surface representations in most global climate models (GCMs) have historically treated cold 

region and cold season processes quite crudely. In recent years, much work has been done to 

improve the representation of cold region processes in land surface schemes that can be coupled 

to GCMs.  Among the land surface schemes that participated in a recent model intercomparison 

over the Torne/Kalix river basin in northern Sweden and Finland (Bowling et al. 2002b), several 

have made significant changes to snow model structure (e.g. Shmakin 1998, Sud and Mocko 

1999, Sun and Xue 2001, Viterbo et al. 1999, Boone and Etchevers 2001, Niu and Yang 2002, 
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and Cherkauer et al. 2002).  Large differences in simulated runoff from LSSs have been attributed 

to differences in snow model parameterizations, including snow albedo and the treatment of 

partial coverage (Lynch et al. 1998, Mocko and Sud 2001). Soil freeze/thaw has also been an area 

of investigation (e.g. Cherkauer and Lettenmaier 1999, Viterbo et al. 1999, and Boone et al. 

2000) and 12 of the 19 models participating in the intercomparison represent soil freezing through 

explicit calculation of the soil temperature profile. 

Sublimation from blowing snow and the effects of lakes and wetlands remain largely neglected 

by the land surface models used in GCMs.  Sublimation from blowing snow is difficult to observe 

directly and is often masked by the ability to quantify the other terms of the water budget, such as 

total snow precipitation (e.g. Kane et al. 1989).   Although some effort has been made to address 

the effects of lakes in regional climate models, such efforts are primarily concerned with the 

simulation of atmospheric fluxes rather than the storage effects of lakes and wetlands (Goyette et 

al. 2000, Rummakainen et al. 2001).  This neglect of surface storage is in large part because 

hydrologists have somewhat different motivations than climate modelers; i.e. the prediction of 

runoff versus surface fluxes.  The focus of hydrologists has also traditionally been on much 

smaller scales. 

OBJECTIVES AND DISSERTATION FORMAT 

This dissertation describes a course of research aimed at improving the understanding of the role 

of land surface hydrology in the fresh water balance of the Arctic drainage basin.  The primary 

objective of the research is to develop methods that will lead to improved predictions of the 

temporal and spatial variability of land-surface freshwater fluxes into the Arctic Ocean through 

the use of a macroscale hydrologic model appropriate for high-latitude runoff regimes, 

particularly those regions draining directly to the Arctic coast, which are currently ungauged.  

The specific objectives are:  

1. To evaluate the performance of current generation macroscale hydrology models for the 

circumpolar arctic domain; 

2. To improve representations of blowing snow sublimation losses from the regional water 

balance; and 
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3. To quantify the effects of storage and evaporation of water from lakes and wetlands in low-

gradient arctic environments. 

Nearly all of the ungauged portions of the circumpolar arctic drainage basin are north of 65o 

latitude (Bowling et al. 2000).  Through the evaluation of the first objective, and in consideration 

of recent efforts to evaluate the capabilities and deficiencies of current land surface models as 

applied to high latitude hydrology (e.g., Bowling et al, 2002b), the second and third objectives 

were identified as having the greatest potential influence in the ability to estimate the water 

balance of these ungauged regions.   

The physical and hydrologic characteristics of the arctic drainage basin are summarized briefly in 

Chapter 2.  Preliminary research reported in Chapter 2 attempted to quantify the land-surface 

water budget of the Arctic from direct observations.  Basin water balance calculations can 

provide bulk estimates of regional evaporation and runoff, but are not able to provide information 

on regional trends due to orography or latitudinal gradients.  Nor can they provide estimates for 

the ungauged portions of the Arctic coastal plain.  

For the reasons outlined above, the main objective of this dissertation was to improve certain 

parameterizations of hydrological models and hence their ability to represent runoff from the 

Arctic land areas.  Chapter 2 describes a benchmark application of an early version of a 

macroscale hydrology model, the Variable Infiltration Capacity (VIC) model, to two large arctic 

drainage basins, the Mackenzie and Ob Rivers, in order to identify the strengths and weaknesses 

of land surface models in arctic environments.  The application demonstrated the potential of 

such models to provide a continuous temporal and spatial diagnostic dataset of hydrologic 

variables not readily observed in data scarce regions, but identified some key weaknesses as well.   

Analysis of the Ob and Mackenzie results suggested three processes of key importance to 

improving our understanding of the high-latitude water balance: 1) sublimation and re-

distribution of snow by wind, 2) storage and evaporation of surface runoff by lakes, wetlands and 

fens and 3) reduction in infiltration by permafrost and seasonally frozen ground.  The specific 

objectives of this research focus on the development of modeling tools to allow estimation of the 

role of lakes and wetlands, and sublimation from blowing snow in the regional water balance, 

through use of new parameterizations in land surface models that will be applicable over the pan-
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Arctic domain. Representation of the hydrologic effects of permafrost and frozen ground in land 

surface models has been an active subject of research in recent years (e.g. Cherkauer and 

Lettenmaier 1999, Viterbo et al. 1999, and Boone et al. 2000) and is not an explicit subject of this 

research.  As a first step towards these objectives, the influence of surface water in the numerous 

lakes and ponds of the Arctic coastal plain in Alaska on the annual and seasonal water budget was 

explored through field observations and synthetic aperture radar (SAR) imagery from the 

RADARSAT satellite.  The results of this study are presented in Chapter 3. In Chapter 4, the 

insight gained from the Alaska results is used to aid in the development and testing of a lakes and 

wetland algorithm suitable for inclusion in a macroscale hydrology model.  The relative influence 

of sublimation and redistribution of snow during wind events and the representation of this 

phenomenon at regional scales are explored in Chapter 5.  Finally, the results of Chapters 2-5 are 

summarized in Chapter 6, along with conclusions and recommendations for further study. 
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CHAPTER II: THE ARCTIC DRAINAGE BASIN 

This chapter includes a summary and excerpts from L.C. Bowling, D.P. Lettenmaier and B.V. Matheussen, 
2000, The hydroclimatology of the Arctic drainage basin, in The Freshwater Budget of the Arctic Ocean, 
E.L. Lewis, ed., NAT0 Science Series 2. 70, ©Kluwer Academic Publishers, Dordrecht, The Netherlands, 
with kind permission of Kluwer Academic Publishers. The full text article is reproduced as Appendix A. 

The Arctic drainage basin refers to all land area draining to the Arctic Ocean.  As discussed by 

Prowse and Flegg (2000), the domain of the Arctic drainage basin changes with perspective. The 

“Arctic Ocean Basin” as defined by Prowse and Flegg (2000) spans 37o of latitude, from 46o N in 

the headwaters of the Yenisei River to 83o N at the tip of Greenland, and several distinct 

vegetation and climate zones (see Figure 2.1).  The entire Arctic drainage basin lies within one of 

three climate zones: 1)  the arctic zone , which includes areas underlain by continuous permafrost, 

2) the sub-arctic zone, defined by the limit of discontinuous permafrost or 3) the north temperate 

zone, which includes the zone of seasonally frozen ground (Woo and Winter 1993). The 

predominant vegetation class in the central Eurasian and North American portions of the Arctic 

drainage basin is boreal forest or taiga. The boreal region contains a mosaic of vegetation varying 

from closed coniferous canopies to sparsely vegetated clearings and numerous open lakes 

(Harding and Pomeroy 1996).  Taiga transitions to steppe grassland in the south and to tundra in 

the north.  In the mountainous regions, alpine forest and tundra represent another distinct class of 

vegetation. The alpine region typically contains dense conifers extending to the tree line, where 

shrubs and grasses give way to talus slope and bare rock (Storr and Golding 1974). 

Much of what we know today about arctic hydrology comes from a rich tradition of field 

observations undertaken in frequently harsh conditions.  Typically these campaigns focus on a 

single site or limited region and are limited in time.  The most intensive observations are made 

during the spring and summer when climatic conditions are more favorable.  Hydrologic models 

that simulate observed physical processes may prove a useful tool for extending the limited 

spatial and temporal coverage of such field observations.  This chapter summarizes some of the 

relevant findings of observational field campaigns in the Arctic and uses them to identify 

weaknesses with a preliminary application of a hydrologic model to this area. 
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HYDROCLIMATOLOGY OF THE ARCTIC DRAINAGE BASIN 

The temporal and spatial variability of fresh water fluxes entering the Arctic Ocean are controlled 

not only by space-time variability in precipitation and evapotranspiration but also by the storage 

of significant portions of annual precipitation on the land surface as snow, and in lakes and 

wetlands.  Seasonally and permanently frozen ground also affects the interaction of surface and 

subsurface runoff storage with streamflow production. Interannual differences in the runoff 

response of northern rivers are in a large part due to changes in snow accumulation.  Spatial 

variability is influenced by the distribution of permafrost, frozen ground, and lakes and wetlands.  

The effects of these mechanisms are discussed below. 

Extent of Permafrost

Continuous (90-100%)

Discontinuous (50-90%)

Sporadic (10-50%)

Isolated patches (0-10%)

Glacier

Vegetation Type

Cropland/grassland

Forest

Tundra

Water/wetland

Unclassified land

Arctic basin boundary  
Figure 2.1.  a) Vegetation of the Arctic drainage basin and b) Distribution of continuous and 

discontinuous permafrost in the Northern Hemisphere, adapted from the Circum-Arctic map of 
permafrost and ground-ice conditions (Brown et al. 1997). 

Permafrost and Frozen Ground 

The entire Arctic drainage basin is underlain by seasonally frozen ground or permafrost (soils that 

are below 0o C for a period of two years or longer).  Percolation of snow melt water may raise 

soil surface temperatures to 0o C, but soils usually remain frozen until the snow cover is depleted 

(Woo and Steer 1983, Woo and Winter 1993).  The presence of frozen water limits the infiltration 

rate into the soil and decreases the melt water storage capacity of the soils (Kane and Chaco 
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1990). Therefore, the dominance of surface flow is typical of both permafrost and many 

seasonally frozen regimes during snowmelt. One exception is very dry, seasonally frozen soil. 

The presence of the frost table severely restricts the storage capacity of permafrost soils 

throughout the snow-free season, resulting in a higher proportion of annual surface runoff (Woo 

and Steer 1983, Kane and Hinzman 1988).  Uneven thawing of the active layer in permafrost 

areas in response to radiation exposure, melt water infiltration, and other heat transfer processes 

result in local regions with increased infiltration and storage capacity which may not reflect the 

overlying topography (Woo and Steer 1983).   

Lakes and Wetlands 

Numerous lowland lakes and bogs are characteristic of both the boreal forest zone and the low 

topography arctic coastal plain.  Wetlands are areas having a water table near or above the 

mineral soil for most of the thaw season (Zoltai 1979).  According to Church (1974), northern 

lakes and wetlands create a muskeg regime, in which high flows are attenuated by the absorption 

capacity of the muskeg (or peat bog) vegetation and resistance to flow by surface conditions.  The 

storage capacity of wetlands, however, is often limited by frozen ground and high moisture 

content (Roulet and Woo 1986). Therefore, flow attenuation by wetlands is usually highest for 

summer rainfall after the peat is thawed (Roulet and Woo 1986, Woo 1988).  

Evaporation from small lakes in the tundra region during the ice-free period often exceeds 

summer and even annual precipitation (Bigras 1990, Marsh and Bigras 1988, Rovansek et al. 

1996).  Lake and wetland storage is replenished each spring by runoff from the surrounding area.  

This is the case on the Alaskan coastal plain where Rovansek et al. (1996) observed that 

snowmelt runoff is delayed until the storage of ponds and wetlands is refilled. 

Snow Hydrology 

Snow cover accumulation, redistribution and ablation dominate the land surface hydrology of the 

Arctic.  Although rain may account for a fairly large fraction of the annual precipitation, snow is 

proportionately more important to runoff due to low rates of winter evapotranspiration and the 

timing of melt water release. Snow accumulation and ablation processes are somewhat different 

for each of the four major arctic land classifications: boreal forest, grassland, tundra and alpine.  
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For example, Figure 2.2 shows the fraction of total precipitation falling as snow for stations 

across the Mackenzie River basin.  A clear trend emerges in this figure, with proportionately 

more snow falling in the mountain and tundra regions than in the boreal forest zone, due to the 

longer winter period in the tundra and alpine zones.   Sublimation during blowing snow events 

can be significant in the tundra as well as on the prairie (Hinzman et al. 1996, Kane et al. 1991, 

Pomeroy et al. 1993, Woo 1982). 
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Figure 2.2  a) Fraction of total precipitation falling as snow for stations in the Mackenzie River 
basin and b) Transect of the snow fraction versus latitude for stations between 120oW and 115oW, 

station elevation is represented by the solid black line. 

Interception of snow by boreal forest canopies can store up to 60 percent of the cumulative winter 

snowfall (Pomeroy and Gray 1995).  Increased exposure and turbulent transfer in the canopy 

relative to the ground snowpack can result in sublimation losses from intercepted snow of 
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between 3 and 40 percent of annual snowfall (Krestovskiy et al. 1972, Pomeroy and Schmidt 

1993).  

The alpine zone contains elements of all of the preceding regions.  However, it is further 

characterized by an increase in the snow accumulation season with elevation due to decreasing 

temperature. The gradient of snow depth versus elevation continues to steepen throughout the 

snow season as snow continues to accumulate at the highest elevations while differential melting 

occurs in the valleys.  In the North American Rocky Mountains, snow generally melts at the 

highest elevations by late July (Storr and Golding 1974).  

 EXPOLORATORY SIMULATIONS OF ARCTIC HYDROLOGY 

The variable infiltration capacity (VIC) model, developed at the University of Washington and 

Princeton University is a semi-distributed, grid-based hydrologic model that parameterizes the 

dominant hydrometeorological processes taking place at the land-atmosphere interface (Liang et 

al. 1994, 1996).    The model has two modes of operation: a full water and energy balance mode, 

in which the surface energy budget is closed by iterating for surface temperature; and a water 

balance mode, in which the surface temperature is assumed to equal air temperature.  This 

assumption is reasonable in many regions globally, but may be particularly problematic in regions 

with extremely cold snowpacks, for example.  A mosaic representation of land surface cover, and 

sub-grid parameterizations for infiltration and baseflow, account for sub-grid scale 

heterogeneities in key hydrological processes.  The VIC model incorporates a two-layer energy 

balance snow model   (Cherkauer and Lettenmaier 1999).  Frozen soil penetration is determined 

by solving for thermal fluxes through the soil column using a finite difference approximation of 

the general heat flux equation (Cherkauer and Lettenmaier 1999).   

An application of the VIC model to the Ob and Mackenzie River basins is described here and in 

Appendix A.  The frozen soil algorithm and improved snow energy balance were not fully 

implemented at the time of this application.  The application utilized the model in water balance 

mode, which does not represent the effects of frozen ground but did use the energy balance snow 

model described above.  The results of an earlier, unpublished, implementation using the 

Anderson (1973) temperature index snow model are also summarized here.  The details of the 

meteorological forcings used for these applications are summarized in Table 2.1.  

 



12 

The key points derived from this model application can be summarized as follows: 

The average length of the snow season over the Ob River basin derived from weekly snow 

extent maps archived by the Earth Observing System (EOS) Distributed Active Archive 

Center (DAAC) is 190 days (Figure 2.3a).  Weekly snow extent is estimated from visual 

satellite images, usually AVHRR and GOES, and gridded to a resolution of 25 km.  The 

Anderson (1973) temperature index snow model, previously used in VIC, overpredicts the 

length of the snow season by 44 days, on average, relative to the satellite observations (Figure 

2.3b).  This is primarily due to an over-emphasis on hydrograph fit during calibration, at the 

expense of simulated snow cover.  The energy balance model is closer to the observed (mean 

of 212 days for the Ob River), as shown in Figure 2.3c.   

• 

Table 2.1.  Baseline VIC model setup 
Model spatial resolution 2 degrees 
Temporal resolution Daily (hourly for the snow model) 
Precipitation data Daily time series produced from station data and stochastic models 

were scaled to match the mean monthly climatology of the Global 
Precipitation Climatology Project (GPCP) (Huffman et al. 1997), as 
described in Nijssen et al. (2001). 

Minimum/maximum 
temperature 

Daily time series produced from station data and stochastic models 
were scaled to match the mean monthly climatology of Jones (1994), 
as described in Nijssen et al. (2001). 

Wind speed Daily surface wind fields from NCEP/NCAR reanalysis 
Incident shortwave 
radiation 

Calculated using an adaptation of the method of Bristow and 
Campbell (1984). 

Relative humidity Calculated from minimum air temperature using the method of 
Kimball et al. (1997). 

Longwave radiation Calculated according to Bras (1990) as a function of air temperature 
and humidity. 

Soil and vegetation  Based on the data set produced by the International Satellite Land 
Surface Climatology Project (ISLSCP) 

� Using the Anderson (1973) temperature index snow model, which contains more adjustable 

parameters, it is possible to match the timing of observed hydrographs more closely (Figure 2.4a) 

than when the energy balance snow model is used (Figure 2.4b), despite the larger errors in snow 

cover.  The scenario represented by Figure 2.4a, in which calibration was based on discharge 
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alone, masked other problems that are evident in the simulations that use the energy balance snow 

model.   

 
Figure 2.3.  Snow cover extent for the Mackenzie and Ob River basins:  A) remotely-sensed, B) 

temperature index snow model and C) energy-balance snow model 

• The mean annual hydrographs for the Mackenzie and Ob Rivers shown in Figure 2.4b 

indicate that the VIC model with the energy balance snow algorithm is able to capture the 

volume of the snowmelt peak in both basins.  However, both the rising and falling limb in 
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the annual hydrograph are too steep in the Ob basin.  This may stem from a poor 

representation of surface storage effects in the top soil layer.  The depth of the top soil 

layer adopted in this calibration (2 meters in the Ob and 1.5 meters in the Mackenzie) is 

realistic only if viewed as a surrogate for surface water storage, which is not represented 

by the model. 
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Figure 2.4.  Simulated average annual hydrographs for the Ob (left) and Mackenzie (right) 
Rivers.  a) using the Anderson (1973) temperature index snow model; b)  using an energy 

balance snow model 

• The calibrated parameters for the Ob basin were transferred without further calibration to 

the Yenesei and Lena Rivers, as shown in Figure 2.5.  The timings of the snowmelt peaks 

correspond well, indicating that the energy balance snow model is reasonably 

transferable.  However, large errors in peak flow volume and baseflow indicate that 

surface storage regulation is not adequately represented in the model by soil texture 
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parameters alone.  In the Lena River, streamflow peaks are underpredicted and baseflow 

is over predicted.  This is most likely due to the large soil depths that were necessary in 

the calibration of the Ob basin as a surrogate for the extensive wetlands in western 

Siberia.  Lakes and wetlands are not as extensive in the Lena River, so this storage is 

over-represented. 

Figure 2.6 shows the results of snow cover prediction for the circumpolar Arctic.  While the 

length of the snow season in general is closely matched with the energy balance snow model, the 

length of the season tends to be over-predicted along the coastal plain. 
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Figure 2.5. Simulated and observed discharge for A) the Lena River and B) the Yenesei River.  
Parameters for the simulation were transferred from the calibrated Ob River parameters without 

adjustment. 

SUMMARY 

Despite extremes in temperature and weather, and the remoteness of location, there is a rich 

tradition of field studies in the Arctic. Such field studies, though of necessity are limited in time 

and space, have provided a window to begin to understand the unique hydrology of the arctic.  

Based on scattered field investigations, a picture emerges of processes that we expect will be 

important at regional scales.  These include the storage of a high proportion of annual 

precipitation as snow on the ground, that is released relatively quickly (often within 1 to 2 weeks) 

with the initiation of long solar days.   Interception and sublimation of snow in the boreal forest 
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canopy and transport and sublimation of snow by wind in the tundra and plains, means that land-

atmosphere water and energy exchange does not completely cease during the long, dark arctic 

winter.  Surface runoff following snowmelt is intense due to the restriction of subsurface runoff 

and infiltration by seasonally and permanently frozen ground.  In many regions, peatlands and the 

presence of extensive lakes and wetlands suppress the basin response to summer rain events, as 

surface storage is slowly decreased through evaporation.    

 
Figure 2.6.  Circumpolar average annual days of snow cover a) from visual satellite data and b) 

simulated using the energy balance snow model  

Applications of the VIC model to the Mackenzie and Ob River basins identified the largest 

shortcomings in the ability of a conventional macroscale hydrology models to represent the 

regional fluxes of water and energy in the Arctic.  These include the following: 

• Representation of surface storage effects in the top soil layer throughout the Mackenzie basin, 

which are actually due to storage in the large lakes of the lower Mackenzie, prevents quick 

runoff response from non-wetland areas.  In addition, the simulated steepness in the rate of 

rise and recession in the Ob River appears to be due to a lack of representation of the 

extensive wetlands of the West Siberian Lowlands. 

• Apparent over-estimation in the length of the simulated snow season, particularly on the 

Arctic coastal plain, may be related to both over-estimation of the end-of-season snow 

accumulation and under-estimation in the spatial variability of snow cover, since sublimation 

and redistribution by blowing snow is not represented by the model. 
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• Understanding of land surface processes in the Arctic, and hence model limitations, is 

constrained by the availability of reliable and continuous surface meteorological and solid 

precipitation data.   

These findings suggest the importance of physical processes that are not represented by the 

current model generation to our ability to understand and estimate the regional water balance of 

the arctic land surface.  These processes include the sublimation from blowing snow, surface 

storage in lakes and wetlands and infiltration limitation by frozen soils.  Cherkauer and 

Lettenmaier (1999) and Cherkauer et al. (2002) studied the representation of the hydrologic 

effects of frozen soil.   The remaining two processes will be explored in the following Chapters. 
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CHAPTER III: THE ROLE OF SURFACE STORAGE IN A LOW-
GRADIENT ARCTIC WATERSHED 

INTRODUCTION 

The influences of contrasting land cover types on land-atmosphere moisture and energy 

exchanges is of great interest in climate studies (e.g. Adams et al. 2000, Brown and Arnold 1998, 

Goyette et al. 2000, Laurance and Williamson 2001, Peters-Lidard et al. 2001). The effects of 

small-scale heterogeneity in land surface characteristics (soils, vegetation, topography, etc.) on 

large-scale fluxes of water and energy have been a central focus of land-atmosphere field 

campaigns over the last decade (Wood 1995).  The evolution of remotely sensed data and 

increased computational capabilities has motivated hydrologists to develop spatially distributed 

models that are capable of representing land surface characteristics more explicitly than the 

spatially lumped models that date to the early days of computerized hydrologic modeling.  At the 

same time, hydrologists have been confronted with the challenge of predicting the response of 

land surface water and energy fluxes to changed climate and/or land cover, and the accurate 

representation of the interaction between the terrestrial and atmospheric components is the key to 

such predictions (e.g. Zhao et al. 2001).  Simulation of land-atmosphere fluxes in arctic 

environments is complicated by many unusual environmental features such as permafrost, the 

presence of snow cover for much of the year, large seasonal variations in solar radiation, and 

extreme low winter air temperatures.  

In low-gradient arctic watersheds, permafrost contributes to the generation of numerous 

landforms; many of which result in extensive wetlands, ponds and lakes in a semi-arid region of 

precipitation. Along the Arctic Ocean in Alaska, 83 percent of the coastal plain is classified as 

wetlands (Hall et al. 1994). Immediately following snowmelt in this region, surface wetness is 

near an annual maximum (Mendez et al. 1998). Low rates of evapotranspiration and continuous 

permafrost ensure saturated soils for much longer periods than are produced by similar snowmelt 

amounts in warmer climates.  Although liquid water can move over short distances in frozen 
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soils, on seasonal and annual time scales this movement is insignificant compared to that in the 

unfrozen active layer.  

The energy balances of arctic wetlands have been well studied (Rouse 2000, Mendez et al. 1998, 

Harazono et al. 1995 and Kane et al. 1990).  Net radiation is partitioned into heat conduction into 

the active layer, and turbulent heat fluxes. Latent and sensible heat fluxes are large terms in the 

surface energy budget during the summer. During this period, 30 to 65 percent of net radiation is 

expended on evapotranspiration at the surface boundary (Harazono et al. 1995, Kane et al. 1990).  

In contrast, about 15 to 20 percent of the net radiation is used for melting and warming of the 

active layer (Kane et al. 1990, Rouse 1984).  At wet sites, proportionately more energy goes into 

latent heat for evaporation (Eugster et al. 2000, Mendez et al. 1998).  For example, the average 

monthly rates of water loss by evapotranspiration from a wetland near the Putuligayuk River in 

arctic Alaska ranged from 1.4 mm/day to 3.1 mm/day for a pond and 1.0 to 1.8 mm/day for a 

watershed (Mendez et al. 1998).  Young and Woo (2000) observed daily evapotranspiration rates 

between 2.0 mm/day and 4.5 mm/day for a wetland site on Cornwallis Island, Canada.  Generally 

the rates are greatest early in the summer near the solstice and decrease in late summer.   

The majority of runoff from large, extensive arctic wetlands results from snowmelt in the late 

spring, and is followed by a nearly monotonic recession during summer (Rovansek et al. 1996, 

Woo 1988, Glenn and Woo 1997). During the summer months when evapotranspiration exceeds 

precipitation, there is a general drying of the watershed (Mendez et al. 1998, Rovansek et al. 

1996). The drainage network of channels, lakes, ponds and wetlands becomes fragmented during 

relatively dry periods, limiting and delaying the runoff response of the watershed to precipitation 

events.  Such watersheds are therefore poorly represented by traditional hydrology models that do 

not represent this lack of a continuous drainage network (Zhang et al. 2000).  

 

When numerous lakes, ponds and wetlands dominate a catchment, it is nearly impossible to 

measure the amount of surface storage directly: estimation of the surface storage through direct 

measurement of the water balance components is a field intensive and time-consuming procedure.  

From a physical viewpoint, high quality digital elevation data could help to identify the physical 

characteristics of these surface storage reservoirs.  In practice, the resolution of currently 

available digital topographic data are insufficient to define the drainage network in wetland areas, 

and to identify the many ponds and wetlands with small spatial dimension. 
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The use of synthetic aperture radar (SAR) data offers an alternative approach in which changes in 

surface water extent are estimated spatially. SAR imagery offers a unique opportunity for 

studying remote arctic landscapes, because SAR is not limited by cloud cover and low solar 

zenith angles, as is visible band imagery. SAR data have been used by a number of investigators 

for land use and wetland classification.  Morrissey et al. (1996) used ERS-1 SAR data to delineate 

regions of wet and moist tundra near Barrow, Alaska.  In particular, the HH–polarization C band 

of the RADARSAT satellite has been used successfully by several researchers to delineate 

inundated areas in general (Milne 1999, Pietroniro et al. 1999, Pope et al. 1997), and arctic 

wetlands in particular (Töyrä et al. 2001, Murphy et al. 2000).  

This paper uses two independent methods to estimate the hydrologically active surface storage in 

the Putuligayuk catchment.  The first method is based on direct use of field measurements to 

quantify surface storage during snowmelt over three melt periods. The second method uses a time 

series of synthetic aperture radar (SAR) imagery to map total inundated area over the course of 

two summers.  The first method quantifies the total depression and reservoir storage available 

from all areas of the watershed at the end of the snow season; the second method determines to 

what extent this storage can be explained by cumulative evaporation less precipitation from the 

inundated areas of this low-gradient watershed. 

SITE DESCRIPTION 

The low-gradient Putuligayuk River catchment (~471 km2), located on the Alaskan North Slope, 

drains north into Prudhoe Bay and the Arctic Ocean (Figure 3.1).  It lies entirely within the 

coastal plain and is a patchwork of drained lakes and numerous other permafrost features, 

including: high and low centered polygons, Strangmoor ridges, frost boils, hummocky terrain and 

pingos.  Almost all of these features physically impede drainage and result in extensive wetlands. 

The maximum thickness of the permafrost along the arctic coast is about 600 m, whereas the 

maximum depth of thaw of the active layer is about 35 to 55 cm (Hinzman et al. 1998).  

Vegetation is dominated by sedge tundra with shrubs along the riparian areas. 
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Figure 3.1.  Location and vegetation of the Putuligayuk River on the Alaska North Slope.   

Vegetation classification from Landsat MSS images by Muller et al. (1999). 

Discharge in the Putuligayuk River ceases during the winter months  and the incised river channel 

is generally filled with drifted snow at the end of the winter.  Snowmelt occurs during May and 

early June, as incoming solar radiation approaches the annual maximum, and typically lasts for 

about seven to ten days.  Snowfall is approximately 40 percent of the annual precipitation total of 

over 200 mm of water (Kane et al. 2000).  During snowmelt the river channel begins to fill, but 

discharge is impounded within the snow-filled channel.  Eventually (usually about 6-7 days 

following the onset of melt) the channel opens up to drain freely.  Measurable discharge does not 
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begin until almost all snow in the watershed melts.  The U.S. Geological Survey gauged the 

Putuligayuk River for 15 years (1970-1979, 1982-1986).  No other complementary hydrologic 

data were collected during this period.  However, the runoff data are consistent with the 

observations of Rovansek et al. (1996) for a nearby wetland complex.  First, there is a significant 

runoff event each spring from snowmelt.  Second, only minimal runoff occurs during the summer 

in response to precipitation.  Peak runoff events during snowmelt exceeded 100 m3/sec, while 

peak runoff events during the summer were only about 4 m3/sec.  Figure 3.2 demonstrates the 

dominating effect of snowmelt runoff on the total volume of annual runoff. 
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Figure 3.2. Discharge for the Putuligayuk River for the 17 years of record (1970-1985, 1999-
2000): a) normalized cumulative discharge and b) total discharge. 

METHODOLOGY 

Field Data Collection 

In order to estimate the volume of water entering storage during snowmelt, snow water equivalent 

(SWE) and stream discharge data were collected from the Putuligayuk catchment over the three-

year period 1999 to 2001.  The end-of-winter basin average SWE is determined each year through 

extensive snow surveys just prior to the onset of melt (surveys taken in late-April or early-May).  

Using snowmobiles, approximately nine sites were sampled for snow depth across the basin, with 

specific landforms targeted to obtain a representative distribution.  At each snow survey site 50 

depths and 5 densities were collected.  Depths were measured using a snow probe. An 
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Adirondack snow tube and digital scale were used for collecting densities.  Three snow survey 

sites were sampled daily during snowmelt for the Putuligayuk River watershed; Betty Pingo, 

West Dock and Franklin Bluffs.  Franklin Bluffs is near the headwaters of the watershed while 

the Betty Pingo and West Dock sites are near the mouth (see Figure 3.1).   

Continuous discharge monitoring of the Putuligayuk was re-initiated by researchers at the Water 

and Environmental Research Center (WERC) at the University of Alaska Fairbanks (UAF) in 

June 1999.  Twice daily discharge measurements were taken in the spring from the start of flow 

in the channel, until the time at which the channel is free from snow and ice.  Stage was 

monitored continuously at the pre-existing USGS station location for the remainder of the 

summer with some intermittent summer discharge measurements.   At high stage, discharge was 

measured at a pipeline bridge 200 m downstream from the USGS cross-section using a bridge 

crane and 34 kg (75 lb) float.  At low stage, discharge was measured by wading using a top 

setting rod and cup type current meter.   The Putuligayuk River discharge peak on June 15, 2000 

of 168 m3/s (5920 cfs) was the maximum-recorded discharge on the river.  The USGS recorded a 

peak discharge of 164 m3/s (5800 cfs) on June 12, 1980. 

Three thaw ponds on the Alaskan arctic coastal plain were selected for monitoring of evaporation 

processes throughout the spring and summer of 1999 and 2000. The wetland complex has been 

the site of on-going monitoring activities and meteorological observations by researchers at 

WERC since 1994 and has been previously studied by Rovansek et al. (1996) and Mendez et al. 

(1998).  Net radiation, water temperature and water level were monitored continuously for each 

of the ponds from ice break-up through mid- September.  The pond bathymetry was surveyed 

using a laser surveying station (total station) and inflatable raft, and depth-area relationships were 

determined for each pond using the Arc/Info® geographical information system.     

Reference data collection and satellite image selection 

To gain an understanding of the implications of summer season change in surface water extent 

across the Putuligayuk catchment for storage during snowmelt, a database of synthetic aperture 

radar (SAR) images was acquired, pre-processed and classified. A total of eighteen geo-

referenced RADARSAT-1 full resolution ScanSAR beam images covering the Putuligayuk 

watershed over a two-year period were obtained from the Alaska SAR Facility (ASF) at UAF, as 
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summarized in Table 3.1.  Five of the images were not used due to poor image quality over the 

region of interest.  The ScanSAR beam has a pixel spacing of 50 m.  This beam was chosen over 

the finer resolution standard beam because the much greater swath width (approximately 460 km) 

yielded much better temporal coverage of the Putuligayuk catchment in the archived images 

available from the ASF.   

Table 3.1.  RADARSAT ScanSAR SWB Images selected for analysis 
Number Date Wind Speed 

(m/s)a 
Tavg 

(oC)b 

Pcum 

(mm)c 

1 10-Jun-1999 6.3 2.1 5.8 
2 20-Jun-2000 3.0 1.9 0.0 
3 23-Jun-1999 3.0 3.5 0.0 
4 30-Jun-1999 3.1 2.1 0.0 
5 17-Jul-1999 3.0 5.2 13.2 
6 14-Sep-1999 8.6 0.6 3.8 
7 14-Jun-2000 2.5 1.8 0.0 
8 21-Jun-2000 3.4 6.2 1.0 
9 5-Jul-2000 9.7 8.3 13.0 

10 22-Jul-2000 2.8 10.5 3.6 
11 15-Aug-2000 2.5 -1.3 3.3 
12 7-Sep-2000 1.7 1.0 0.0 
13 15-Sep-2000 5.0 0.3 1.0 

Notes: 
aHourly wind speed for hour of overpass measured at the Betty Pingo site. 
bAverage air temperature 12 hours prior to overpass. 
cCumulative precipitation for seven days prior to overpass. 

 

The selected images were all from descending orbits and had overpass times between 7 and 8 am, 

Alaskan standard time.  Wind-induced waves on open water areas increase the radar backscatter 

signal, making it more difficult to distinguish open water areas.  Potential images were screened 

based on the hourly wind speed measured at the WERC Betty Pingo meteorological station at the 

time of overpass. Unfortunately, in some cases the lack of available images made it necessary to 

select images from periods with higher wind speeds, as summarized in Table 3.1. Four of the 

images were also selected to coincide with periods of field activity in June 1999 and 2000, 

August 1999 and September 2000.   
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To aid in classification of the images, a training dataset was surveyed in and around the 

Putuligayuk watershed in June and August 2000 using handheld GPS.  A total of sixteen usable 

areas were surveyed and classified as open water, emergent vegetation, wet tundra and moist 

tundra. Photos of representative training areas are shown in Figure 3.3. Figure 3.4 shows the 

location of the training areas surveyed in the vicinity of Prudhoe Bay in June 2000 super-imposed 

on a June 14, 2000 ScanSAR image.  

 

  

a) b)

  

c) d)

 
Figure 3.3.  Photographs of characteristic classification training areas on the Alaskan North 

Slope, a) dry tundra, b) flooded tundra, c) emergent grasses and d) sparsely vegetated mud flats.  

Image Preprocessing 

After pre-processing at the ASF, the ScanSAR images were radiometrically calibrated to correct 

pixel intensity as a function of range using ASF software.  The results of the radiometric 

calibration are pixel digital numbers (DN), which are related to radar backscatter (σo) as  (DN/10 

– 25.5). Correction for variation in local incidence angle with terrain (e.g. Goering et al. 1994) 
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was neglected due to the low gradient of topography in the Putuligayuk catchment and the lack of 

high quality digital elevation data.   

 

Prudhoe 
Bay 

Putuligayuk
River 

25 km 
Figure 3.4.  ScanSAR image of the Prudhoe Bay area from June 14, 2000.  Red circles indicate 
the location of the training areas from GPS surveys and the green line indicates the Putuligayuk 

catchment boundary above the gauge location. 

The calibrated images were converted to a universal transverse mercator (UTM) projection using 

ASF software and orthorectified using a Landsat TM land classification for tie points (Muller et 

al. 1999).  Because multiple images are used in the classification procedure, it is imperative that 

they are registered precisely.  The images for each season were therefore re-registered to one 

another using the high backscatter from buildings and other immobile man-made objects as 

ground control points.  Finally, signal-dependent noise SAR speckling was reduced by 

application of a 7 by 7 pixel Lee filter (Lee 1981).   
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Image Processing 

Figure 3.5 shows the time series of backscatter signal obtained from the filtered and registered 

SAR images from the summer of 2000 for each of the training areas.  For the most part, the 

training samples fell into groups with characteristic backscatter signals, with the exception of one 

sample (dashed line, Figure 3.5b).  This sample was taken from a flooded area of very sparse 

vegetation (see Figure 3.3d), with large areas of exposed mud at the end of summer.  

Several interesting features are apparent in this backscatter time series.  In the late summer, open 

water areas consistently have low backscatter response, as expected.  The signal is confused 

immediately following melt, however.  This is most likely due to the effect of floating and 

grounded ice.  Jeffries et al. (1993) found that in mid-winter floating ice in small ponds near 

Barrow, Alaska tends to have a strong backscatter response, particularly in comparison to pond 

ice that is frozen to the bottom.  During melt, they observed an unexplained increase in 

backscatter response from grounded ice.  In this analysis, some ponds show a lower backscatter 

signal in the June 14, 2000 image, with a dramatic increase in the June 21, 2000 image, possibly 

due to the flotation of previously bottom-fast ice in flooded ponds during this time period. 

Another striking feature of the backscatter time series is the decrease in backscatter between 

September 7th and 15th, 2000 for all cases.  As shown in Figure 3.5a, the daily minimum 

temperature fell below 0o C in the time between these images.  Surface freezing decreases the 

surface dielectric constant, hence lowering the backscatter signal (Villasenor et al. 1993, Kandus 

et al. 2001). The brief period of cold temperatures observed before these images is not sufficient 

to freeze the soil or open water areas, so the observed decrease in backscatter is likely the result 

of splash or water vapor condensing on vegetation that is below freezing.  Such a decrease in 

backscatter is also visible in the August 15, 2000 image when the air temperature dropped below 

freezing.  

Finally, the training samples for emergent grasses shows an increase in backscatter for the mid-

summer (July 22, 2000) image that is not evident in the sedge tundra samples.  Such an increase 

is typical of a double bounce signal between the vegetation and underlying water when the  
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Figure 3.5.  Time series of backscatter for training areas and meteorological conditions at the 
time of satellite overpass for summer 2000: a) Daily minimum air temperature, daily total 

precipitation, and mean hourly wind speed at the time of overpass; b) backscatter from sedge 
tundra, c) backscatter from emergent grasses and d) backscatter from open water areas. The 

dashed line in b) represents a training sample from a region of sparsely vegetated tundra.  The 
average backscatter of each land surface type from the classified images (not the average of the 

shown training areas) is shown in bold. 
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vegetation is sufficiently dense (Pope et al. 1997).  Many of the samples for both grasses and 

tundra show low backscatter immediately following snowmelt, typical of flooding of short 

vegetation (Pope et al. 1997) or flattened, dead grasses (Töyrä et al. 2001). 

To make use of the unique temporal signature of each land class, a supervised classification 

algorithm in the Arc/Info geographical information system (GIS) was used with all seven images 

from 2000 combined.  In this approach, each pixel is compared with the numerical description of 

the training areas and classified using a maximum likelihood estimator.  The images were 

classified into open water, emergent vegetation (marshes), tundra, sparse vegetation (mud flats) 

and other (buildings, roads and barren).   

In order to track the change in open water areas over time, a separate classification was done of 

each individual image. The open water area for each image was classified using a supervised 

classification scheme.  Clearly delineated open water areas were used as training samples.  This is 

similar to the previous classification, but pixels were classified only as water, non-water or other.  

The two images that were influenced by surface freezing (August 15th, 2000 and September 15th, 

2000) were not included in this analysis. To prevent confusion of open water areas with floating 

ice, permanent open water areas as determined from the static land classification were masked out 

prior to classification. 

RESULTS 

Characterization of Surface Storage during Snowmelt 

The change in storage (both surface water and moisture stored in the active layer) for any time 

period can be estimated as: 

 ∆S = P + Q + ET (3.1) 

where ∆S is the change in surface storage, P is precipitation, Q is runoff leaving the basin and ET 

is evapotranspiration when water is lost to the atmosphere (-) or condensation when water is 

gained from the atmosphere (+).  To calculate the total change in storage from just prior to melt to 

the end of snowmelt-induced runoff, Q is measured by gauging, as described previously.  In order 

to determine the proportion of Q that can be attributed to direct runoff originating from snowmelt, 

it is necessary to divide the observed streamflow into snowmelt runoff and drainage components. 
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The end of the snowmelt runoff period for purposes of this calculation was defined as the 

inflection point on the snowmelt hydrograph recession.  The inflection point occurs on June 27, 

1999, June 21, 2000 and June 23, 2001.  Once temperatures drop below freezing in the fall 

(around mid-September), essentially all precipitation accumulates as snow.  The end of winter 

SWE therefore represents total precipitation less sublimation for the winter months.  Total 

evapotranspiration/condensation during the snowmelt period is estimated using an energy-balance 

snow model that has been calibrated for this region based on several years of hydrologic and 

meteorologic data, in the manner of Kane et al. (1997).   

The results of this balance for the Putuligayuk basin are shown in Table 3.2.  For the three years 

shown, the increase in surface storage during the snowmelt period, normalized by basin area, 

varied between 25 and 37 mm and 24 to 42 percent of the snowpack water equivalent over the 

watershed.  These values represent the quantity of snowmelt water that goes into storage each 

spring and is not immediately available for runoff.  The large range in percentage indicates that 

the volume of water that goes into storage is not directly dependent on the annual snowfall in the 

year of interest.  It is likely, therefore, that it is dependent on the available surface or near-surface 

storage.  The available storage at the time of melt is a function of the storage deficit created by 

evaporation from open water areas in excess of precipitation over the previous summer and the 

degree of saturation (and phase) of moisture in the active layer.  These sources are explored 

further below. 

Table 3.2. Spring water balance for the Putuligayuk 
watershed (471 km2). 
 1999 2000 2001 
Snow Water Equivalent +87 mm +124 mm +89 mm 
Surface Runoff -56 mm -87 mm -56 mm 
Evapotranspiration (-)/ 
Condensation (+) 

-6 mm -7 mm +4 mm 

Change in Surface Storage +25 mm +30 mm +37 mm 

Temporal assessment of open water extent 

The classified images of land surface type for 1999 and 2000 are shown in Figure 3.6 and 

summarized in Table 3.3.  The classified images appear generally similar for the two years.  As 
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expected, the total area of permanent open water was very similar for the two years (15 and 14 

percent).  The 2000 image classification shows an increase of the region classified as emergent 

vegetation wetlands (58 percent versus 43 percent), and a decrease in the area of upland tundra 

and exposed barrens. This is consistent with larger areas of flooding in 2000 resulting from snow 

accumulation that was substantially greater in 2000 than in 1999, (124 mm versus 87 mm) and 

may provide motivation for caution in interpretation of static land use classifications based on 

single years of data.   

 
Figure 3.6.  Land type classification from the temporal sequence of SAR images for a) 1999 and 

b) 2000. 

The average temporal profiles of backscatter for each of the classified land surface types are 

shown in Figure 3.5 as bold lines.  For both 1999 and 2000, the areas classified as emergent 

grasses have on average higher backscatter than the sedge tundra, and a slightly more pronounced 

mid-summer peak in backscatter.  In 1999, the tundra, emergent grasses and sparsely vegetated 

areas all have low backscatter immediately following snowmelt. In 2000, the sedge tundra areas 
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do not have the initial low backscatter value characteristic of completely flooded vegetation. 

These areas may be exhibiting a double bounce due to partial flooding of the vegetation.   

 

Table 3.3. Vegetation classifications of the Putuligayuk River basin for 
1999 and 2000 from temporal sequences of ScanSAR images 

Percent of basin area Description 
1999 2000 

Water 14 % 15 % 
Marsh (longer sedges and grasses) 43 % 58 % 
Tundra (tussock sedges and mosses) 20 % 14 % 
Sparsely vegetated (exposed mud)  13 % 12 % 
Buildings, exposed rock and other 9 % 1 % 

The time series of classified images for 2000 is shown in Figure 3.7.  The change in saturated 

extent shows up quite clearly as a reduction of the black area, as summarized in Table 3.4 and 

Figure 3.8 for both years.  There is a large reduction in saturated extent immediately following 

snowmelt, followed by a gradual reduction throughout June and July.  In both years there is an 

apparent increase in saturated extent in the late fall, consistent with relatively heavy precipitation 

in mid- to late-August.  Based on this classification, the total extent of open water in the 

Putuligayuk watershed changes by 58 and 73 percent over the course of the summer for 1999 and 

2000 respectively. 

 

a b c d e

Figure 3.7.  Change in saturated extent (black area) of the Putuligayuk River basin from 
classified SAR images: a) June 14, 2000, b) June 21, 2000, c) July 5, 2000, d) July 22, 2000 and 

e) September 7, 2000  

 



33 

Daily evaporation from open water areas 

Point Estimates 

The observed change in surface water storage in the three monitored ponds for the summers of 

1999 and 2000 is summarized in Table 3.5.  In order to divide the observed change in stage into 

drainage and evaporation components, an energy balance lake model was applied to each of the 

three ponds.  Evaporation from the water surface is calculated in each hourly time step by solving 

a surface energy balance in the manner of Hostetler (1991) and Hostetler and Bartlein (1990).  A 

more comprehensive description of this algorithm is provided in Chapter 4.  Meteorological data 

to drive the lake model are taken from an adjacent station located within the wetland complex that 

includes the monitored ponds.  Because the majority of the lakes on the coastal plain are of 

limited extent (diameter less than 1 km), thermodynamic feedbacks over the lakes themselves are 

neglected and the wetland meteorological measurements are considered representative of the 

conditions over the lakes.  Outflow from the pond is computed using a stage-based rule curve, 

once the new stage is calculated based on the previous time step’s balance of inflow, precipitation 

and/or melting of ice and overlying snow, and evaporation. 

 

Table 3.4.  Estimate of surface saturation and total storage deficit in the 
Putuligayuk River basin 

Date Sat. 
Extent Change Storage 

Deficit Date Sat. 
Extent Change Storage 

Deficit 
6/10/99 228 km2 6/14/0

0 
315 km2 

6/20/99 94 6/21/0
0 

129 

6/23/99 93 7/5/00 98 
6/30/99 83 7/22/0

0 
72 

7/17/99 83 9/7/00 84 
9/14/99 96 

 
 
 58 
percent 

 
 
16 mm 

  

 
 
73 
percent 
 
 
 

 
 
15 mm 
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Figure 3.8.  Time series of saturated extent of the Putuligayuk River basin for the summers of 

1999 and 2000. 

Results from the lake energy balance, compared with observations from the largest of the three 

monitored ponds, are shown in Figure 3.9.  The model was initialized on June 18th, 2000 with 

zero degree water temperatures.  The model is able to reproduce the observed decline in stage 

over the summer fairly well, including the fast drainage response prior to June 30th.  Field 

observations verified that this pond drains through a culvert at high stage.  After June 30th, the 

decline in stage is due to evaporation alone.  The simulated change in stage and evaporation are 

also provided in Table 3.5.  The simulated evaporation is less than the change in stage alone 

because drainage effects are included. 

 

Table 3.5.  Water balance for three water bodies, 1999 and 2000 
Change in stage1 

(mm) 
Simulated 

evaporation1 
(mm) 

Inferred runoff 
(mm) 

Location Area 
(m2) 

1999 2000 1999 2000 1999 2000 
Pond S2 5,100 -166 -154 -188 -161 -80 -95 

Pond S11 6,700 -103 -80 -188 -161 -17 +21 
Lake 1 57,000 -103 -81 -188 -161 -17 +20 

Precipitation +102 +60     
Notes: 
1Values for 1999 are calculated for the time period 6/10/99 – 9/15/99.  For 
2000, the time period is 6/17/00 – 9/13/00. 
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Figure 3.9.  Model simulation of a small thaw pond from June – September 2000.  Solid = 
observed, dashed = simulated:  a) net radiation b) water temperature and c) lake level.  The 

dashed lines indicate the boundaries of the time period shown in the figures on the right hand 
side. 

Spatial Estimates 

An estimate of the total storage change in the Putuligayuk watershed over the summer due to 

evaporation from open water areas can be calculated by multiplying the time series of saturated 

area obtained from the SAR images by the simulated daily lake evaporation rate, less the 

precipitation total.  A time series of daily surface water area is calculated by linear interpolation 

of the classified area between dates (Figure 3.8).  The estimated total change in catchment storage 

at the end of the summer due to open water evaporation is 16 mm for 1999 and 15 mm for 2000.  

This accounts for 64 (1999) and 50 (2000) percent of the storage observed during snowmelt of the 

previous spring.   
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SYNTHESIS AND DISCUSSION 

The observations and results presented above provide a basis for evaluating the general role of 

surface storage in the functioning of the low-gradient Putuligayuk watershed.  We approach the 

evaluation in three steps.  First, insights provided by differences between the two summers of 

observations are explored in greater detail.  Second, based on these insights, the balance of snow 

melt water in the Putuligayuk catchment for the period June 1999 – June 2001 is estimated.  

Finally, a hypothesis regarding the role of lakes and wetlands in modulating runoff response in 

this low-gradient Arctic catchment is formulated.  

Effect of Climatalogical Differences  

Differences in basin response to spring melt conditions can be seen via comparison of conditions 

in the spring of 1999 and 2000. Warm temperatures and clear skies dominated snowmelt in 2000, 

while snowmelt in 1999 was characterized by frequent cloud cover and near-freezing 

temperatures.  Therefore, a snow pack that was 43 percent greater at the onset of melt in the 

spring of 2000 relative to 1999 melted in a shorter time period.  The larger input of snow 

meltwater resulted in a runoff response that was 55 percent greater than 1999 and represents the 

largest flow recorded on the Putuligayuk River in seventeen years of record. 

The maximum surface water extent was 38 percent larger in 2000 than in 1999 and total 

inundated area remained higher until approximately July 15th, when the inundated area became 

approximately equal for the two years (Figure 3.8).  There was also a much larger rate of 

baseflow drainage over the summer of 2000 as compared to 1999 (Figure 3.2), as indicated by 

lower values of the normalized cumulative discharge in June and early July.  The normalized 

cumulative discharge curves for 1999 and 2000 become approximately equal following July 18th.  

As shown in Figure 3.10, the warmer temperatures and greater radiation input resulted in faster 

warming of the active layer during the melt period in 2000.  Although surface soils remained 

frozen between the end of snowmelt and the date of peak flow in 1999, the active layer was 

thawed to approximately 6 cm by the end of the same period in 2000 (note that the end of the 

snowmelt period is defined here as the last day on which snow surveys could be performed at the 

Betty Pingo wetland complex).   
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Figure 3.10.  Soil temperature profiles for the wetland site in the time period surrounding 
snowmelt for a) 1999 and b) 2000.  The first dashed vertical line indicates the date on which 

snow surveys ceased.  The second dashed line indicates the date of peak discharge on the 
Putuligayuk River. 

Given similar moisture conditions, the end-of-winter soil temperatures would be expected to be 

warmer in 2000 than in 1999 due to the insulating effects of the deep snowpack. This is not the 

case, as indicated by the beginning of the time series in Figure 3.10, which suggests that soils 

may also have been drier in 1999-2000 than in 1998-1999.  Without the latent heat released by 

the freezing of soil moisture, soil temperatures would have been cooler.  

Water Balance 

Direct observations of the spring water balance for the Putuligayuk catchment for three years 

(1999 to 2001) indicate that 25, 30 and 37 mm, respectively, of snow meltwater did not contribute 

immediately to runoff.  Based on the discussion above and neglecting measurement errors for the 

moment, there are four pathways that the stored “excess” meltwater could have followed:  a) 
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evaporation from flooded tundra regions; b) release as baseflow drainage over the course of the 

summer; c) recharge of the active layer on regions that were not flooded during and immediately 

after snowmelt and d) contribution to interannual storage in the ponds and wetlands.  The 

available observational data for this time-period does not allow complete closure of the meltwater 

balance to explicitly quantify each of these components, but qualitative estimates of the relative 

importance of each component can be made. 

The RADARSAT imagery time series for the summers of 1999 and 2000 shows that areas of 

inundated tundra vary over the course of the summer from as much as 67 percent of the 

watershed, to as little as 15 percent.  In conjunction with the estimates of point evaporation 

described above, this suggests that 16 and 15 mm of the stored meltwater evaporated from open 

water areas over the course of 1999 and 2000, respectively. That is, there are 16 and 15 mm of 

evaporation in excess of accumulated summer precipitation on inundated areas. 

Cumulative discharge in the Putuligayuk River during the summer recession period, defined as all 

streamflow after the inflection in point in the annual snowmelt-induced peak, totaled 8 mm in 

1999 and 36 mm in 2000.  In general, the Putuligayuk River discharge is minimally affected by 

summer precipitation events (see e.g. Figure 3.2).  The river discharge shows discernible runoff 

response to late summer precipitation events in only seven of the 17 years of record.  The actual 

runoff response to summer rain events depends on the intensity and duration of the storm and the 

degree of saturation of the basin. To identify runoff events in response to summer precipitation, 

hydrographs for the summers of 1999 and 2000 were separated into baseflow and quickflow 

components using an exponential recession curve (see Figure 3.11). Based on the difference 

between the observed hydrograph and the fitted recession for the entire summer of 1999, a total 

of 87 mm of precipitation input resulted in only 5 mm of fast response runoff.  The remaining 3 

mm of discharge in 1999 is considered baseflow drainage. In 2000, there is little observable (1.3 

mm) direct streamflow response to summer precipitation, and the remaining 35 mm of measured 

discharge appears to be baseflow.  

 

The relative contribution of recharge to upland tundra areas is difficult to assess because no direct 

observations of tundra moisture content were made during this period. Instead, the contribution of 

recharge was estimated as follows.  It is known that vapor flux into the colder snowpack from the 

underlying soil over the winter can result in desiccation of the surface soil layer in arctic 
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environments (Kane et al. 1989, Woo 1986).  In addition, during mid-winter drops in 

temperature, cracks may form that can extend downward in excess of five meters (Mackay 1974).  

Higher than expected infiltration rates have been found in the early stages of melt as infiltration 

occurs into the cracked and desiccated soil (Kane et al. 1989, Mackay 1983, Woo 1986).  Kane et 

al. (1989) estimated that 15 mm of moisture was needed to recharge the active layer in the 

Imnavait Creek watershed, located less than 200 km south of the Putuligayuk River in the 

foothills of the Brooks Range.  Extensive cracking of the permafrost soils has not been observed 

in either Imanavait Creek or near the Putuligayuk River (Kane, personal communication), so it is 

assumed that drying of the soils through vapor flux is the main driving force for infiltration in the 

spring for both locations. Annual maximum precipitation occurs in the fall just prior to the basin 

freezing, so we assumed that the tundra was saturated in both years just before freeze-up.  In that 

case, the only storage available for snowmelt in the surface soil layer is due to desiccation over 

the winter.  Since this quantity has not been measured directly for the Putuligayuk River, a 

constant winter vapor flux of 15 mm is assumed.  Under the assumption that 15 mm of snowmelt 

goes to re-wetting of the surface soils in the non-flooded regions of the tundra, approximately 8 

mm of recharge would have occurred in 1999, and 5 mm in 2000, when normalized by the total 

basin area. 
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Figure 3.11.  Separation of observed Putuligayuk River discharge into baseflow and quickflow 

components for 1999 and 2000. 
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The components of the snowmelt water balance described above are summarized in Table 3.6.  

The sum of the four components yields an estimate of the change in storage over the summer of –

2 mm for 1999 and –25 mm for 2000.  The influence of each component on total ‘reservoir’ 

storage in the catchment is shown graphically in Figure 3.12.  The bars shown in Figure 3.12 

correspond to each of the rows in Table 3.6, starting with the first bar that shows the initial 

storage conditions in the basin prior to snowmelt in 1999.  The total height of the black column 

shows the evolution of storage depth in the basin following snowmelt input (bar 2) and the 

removal of storage due to runoff, recharge, drainage and lake evaporation (bars 3, 4, 5 and 6).  

Bar 7 represents the end-of-season storage for 1999 (corresponding to row 8 in Table 3.6).  The 

difference in height between bar 1 and bar 7 reflects the change in storage over the summer of 

1999 (row 9 of Table 3.6).  The process repeats following recharge in the spring of 2000 (bar 8), 

which corresponds to row 3 of Table 3.6. 

Table 3.6. Snow meltwater balance for the Putuligayuk 
watershed 
 1999 2000 2001 
1 Carry-over storage from 

previous year 
27 mma 25 mmc 0 mm 

2 Snow melt inputsb 81 mm 117 mm 93 mm 
3 Depth of recharge above 

base (1+2): 
108 mm 142 mm 93 mm 

4 Immediate runoff -56 mm -87 mm -56 mm 
5 Recharge to tundra -8 mm -5 mm NA 
6 Drainage -3 mm -35 mm NA 
7 P-E lakes -16 mm -15 mm NA 
8 End of season storage 

(3+4+5+6+7): 
25 mm 0 mm NA 

9 Change in surface storage 
(8-1): 

-2 mm -25 mm NA 

Notes: 
aThis is an arbitrary initial condition, assumed to be 27 mm in order to 
avoid negative storage for this two year period. 
bSWE  plus evaporation/condensation from Table 3.2. 
cFrom 1999, line 8. 
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Figure 3.12.  Evolution of total meltwater storage(indicated by the black bars)  in the 

Putuligayuk catchment over the course of two summers and three snowmelt seasons as it is 
resolved into its five identified components: evaporation from open water areas, baseflow 

drainage, soil moisture recharge, direct runoff and interannual storage.  The initial condition of 
27 mm of storage carried over from 1998 was assumed to avoid negative storage in 2000 for 

plotting purposes. See the associated text for a further explanation. 

Implications for influence of ponds on snowmelt runoff 

The poorly defined drainage network of the low-gradient Putuligayuk catchment in many ways 

reflects the variable source area concept, as developed by Dunne et al. (1975).  Precipitation and 

snowmelt inputs increase the total saturated area in the basin. As the saturated area increases, so 

does the connectivity of larger areas of the basin to the flow network and the effective 

contributing area. Because of this, surface runoff is prevalent in the Putuligayuk catchment 

immediately following snowmelt.  From the SAR imagery we know that at least 50% of the 

catchment is flooded at the beginning of the summer.  Surface flow takes place as these flooded 

 



42 

regions expand and connect.  Due to the low topography and subsequent low drainage divides 

flow pathways may change when blocked by snow banks or other objects.  As the floodwaters 

recede, this temporary network becomes fragmented.  The decreasing connectivity of the 

Putuligayuk watershed with flood recession can be seen to some degree even at the coarse 

resolution of the ScanSAR data, as shown in Figure 3.13.   

 
/

Figure 3.13.  Variable source areas for the Putuligayuk catchment showing how the flow network 
expands and contracts.  Gray shading represents the extent of the surface inundation for different 

storage levels, as determined from the summer 2000 ScanSAR images. White areas are never 
flooded in 2000. 

Due to the low topographic gradients of the Putuligayuk catchment and the presence of 

continuous permafrost that restricts subsurface drainage, the variable source areas can also be 

compared to the filling of a surface reservoir.  A larger saturated extent is directly related to a 

greater depth of water in the reservoir and the runoff rate is proportional to the depth of liquid 

water.  This was observable in the summer of 2000, when a larger depth of stored surface water 

sustained a higher base flow rate throughout the summer (compare columns 5 and 11 in Figure 

3.12). 

There appears to be a minimum threshold below which precipitation and snowmelt inputs do not 

cause an increase in saturated extent or greater connectivity of the flow network, i.e. when the 

reservoir is drawn below its outflow point. For Imnavait Creek, in the foothills of the Brooks 
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Range, Kane et al. (1989) found that about 15 mm of water (precipitation or snowmelt) had to be 

added to the active layer before inducing a runoff response.  A similar result is expected for the 

Putuligayuk, with potentially more input needed to generate a streamflow response due to the low 

topographic gradients and numerous ponds.   

The total amount of snow meltwater that does not exit the basin immediately as runoff is 

therefore dependent both on evaporation from ponds over the previous summer and the snow 

water equivalent for the current year.  As indicated in Table 3.6, the end of season storage is 

essentially the same in 1999 as that in 1998 (i.e., -2 mm difference).  The large snowmelt pulse in 

2000 was therefore able to fill surface reservoirs to greater heights than in 1999.  However, the 

larger drainage component over the summer of 2000 depleted the surface reservoirs to 25 mm 

below their level at the end of summer 1999.  This means that the maximum snowmelt storage in 

the spring of 2001 was considerably larger than in 1999 (37 mm vs. 25 mm), despite cumulative 

SWE very similar in 2001 and 1999 (89 mm vs. 87 mm).   

We would expect that similar runoff rates would be generated for similar recharge depths.  

However, when we account for estimated interannual storage change in Table 3.6, the reservoir 

recharge depth following snowmelt in 2001 is substantially lower than in 1999 (93 mm vs 108 

mm), but similar runoff volumes were generated (approximately 56 mm for both years).  This 

discrepancy suggests either an error in the calculations, or that there is some term that has been 

missed.  The most obvious error lies in the assumption that the 35 mm of drainage in 2000 

derives entirely from stored snowmelt in inundated areas, with no baseflow drainage deriving 

from melting ground ice or precipitation on surrounding tundra areas.  Thawing of the active 

layer over the course of the summer releases ground ice meltwater that could potentially augment 

summer baseflow.  Young and Woo (2000) found that a valley-bottom wetland in the high Arctic 

was sustained over the summer in part by ground ice melt.  However, the low-gradients and low 

hydraulic conductivity of the mineral soils in the Putuligayuk catchment, suggests that the 

mobility of the unfrozen groundwater may be too low to substantially influence summer 

baseflow.   

 

The observed pond stage shown in Figure 3.9 indicates that there is some increase in pond depth 

in the first week of August, 2000, in response to summer precipitation events.  Therefore, it seems 

likely that the baseflow drainage in 2000 was enhanced by precipitation on upland tundra areas 
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increasing storage in the lakes.  Based on the runoff response in the spring of 2001, we expect the 

baseflow drainage due to snowmelt may be closer to 20 mm than the original estimate of 35 mm.  

This reduced estimate of drainage results in basin recharge levels in 2001 that are similar to those 

in 1999. 

CONCLUSIONS 

Wetlands are extensive in low gradient areas of the Arctic coastal plain.  Large areas of the tundra 

are flooded immediately following snowmelt, at which point the surface drainage network is fully 

connected.  The Putuligayuk catchment, located on the Alaskan North Slope, is characterized by a 

large snowmelt induced response that peaks between 7 to 10 days following ablation of the winter 

snowpack.  Baseflow drops dramatically following snowmelt and there is little streamflow 

response to summer rain events. Whereas well-drained sites are dominated by sensible heat 

transfer and heat conduction into the ground (for primarily thawing of active layer), wetlands are 

dominated by latent heat fluxes.  Analysis of seasonal water balances and a temporal series of 

SAR imagery leads to the following conclusions regarding the function of wetlands in low 

gradient areas of the Arctic coastal plain: 

Water balance calculations over three melt seasons indicate that between 25 and 37 mm of 

snow melt water is not immediately available for runoff.  

• 

• 

• 

• 

This observed storage effect can be explained in large part by baseflow drainage and the 

excess of evapotranspiration over summer precipitation from open water areas.  Simulated 

daily evaporation rates coupled with a time series of surface water extent derived from 

RADARSAT imagery indicate that evaporation from open water areas accounts for 50 and 

64 percent of the snowmelt storage in 1999 and 2000, respectively. 

The quantity of baseflow drainage of stored melt water is variable from year to year and 

appears to be dependent on the total depth of stored water.  

Evaporation and drainage result in a seasonal reduction of the extent of surface water 

bodies of 58 to 73 percent and a reduction of surface wetness over the summer period.  The 

largest decrease in saturated extent takes place in the first one to two weeks following 
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snowmelt.  After this point, the drainage network becomes disconnected, and the remaining 

decrease in surface water extent is primarily through evaporation. 

Some of the surface storage deficit is made up during the early fall period when 

precipitation is generally at an annual maximum while ET is rapidly shutting down.  Late 

summer precipitation may result in runoff from upland tundra areas to partially recharge 

pond storage. The surface storage deficit carried over the winter must be satisfied the 

following spring before any runoff will be generated. 

• 
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CHAPTER IV:  A PREDICTIVE MODEL OF THE EFFECTS OF 
LAKES AND WETLANDS ON THE WATER BALANCE OF 

ARCTIC ENVIRONMENTS 

INTRODUCTION 

Lakes and wetlands are particularly prevalent in large regions of the Arctic, where the presence of 

permafrost and modest relief impedes the subsurface drainage of water (UNESCO 1978).   

Thousands of shallow thaw lakes cover up to 40 percent of the tundra on the Alaskan North Slope 

(Jeffries et al. 1999) and 30 to 50 percent of the central Mackenzie delta region (Marsh and 

Bigras 1988).  Similarly, in the of western Siberia lowlands, tundra marshes compose up to 40 

percent of the land area (Moskvin 1989). The predominance of surface water storage controls 

many aspects of the land surface water balance in these regions, through a tendency to suppress 

runoff and increase evaporation (UNESCO 1978).  The presence of many lakes is often cited as a 

reason for lower interannual and seasonal variability in runoff from the lakes region of the 

Mackenzie River, relative to the large Eurasian arctic rivers (UNESCO 1978, Vuglinsky 1997, 

Cattle 1985). 

Observations in arctic Canada and Alaska indicate that annual evaporation from lakes and 

wetlands exceeds annual precipitation (Roulet and Woo, 1986, Marsh and Bigras 1988, Rovansek 

et al. 1996, and Mendez et al. 1998). Rovansek et al. (1996) found that evaporation is the major 

cause of the observed drop in pond water levels during the snow-free period for a tundra wetland 

complex in northern Alaska. The wetlands therefore depend on a supply of water from the 

surrounding uplands that comes primarily from snowmelt (Bigras 1990, Rovansek et al. 1996) 

and in some cases by subsurface drainage and ground ice melt (Moskvin 1989, Young and Woo 

2000).  

Runoff from northern wetlands occurs as intensive surface flow following snowmelt  (Rovansek 

et al. 1996, Moskvin 1989). The high ice content of poorly drained wetland soils makes them 
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slow to thaw, so infiltration may be delayed relative to drier soils (Roulet and Woo 1986, Woo 

and Xia 1996).  Surface storage provides an initial control on runoff at the beginning of snowmelt 

(Glenn and Woo 1997, Rovansek et al. 1996). Lake volumes in the Mackenzie Delta, N.W.T., 

Canada have been observed to increase between 90 and 330 percent above mid-summer volumes 

with the influx of snow melt water (Bigras 1990).  Lake water levels typically drop rapidly 

following spring melt (Bigras 1990, Bowling et al. 2002a).  In the wetlands of northern Alaska 

and western Siberia, runoff often ceases in the summer and the active layer dries. Lake and 

wetland storage is gradually decreased through evaporation and becomes disconnected from the 

surrounding watershed (Moskvin 1989, Rovansek et al. 1996, and Bowling et al. 2002a).   

Because of the high heat capacity of lakes and the availability of water for evaporation, lakes and 

wetlands act as surface heat reservoirs that can influence regional climate and the spatial 

distribution of energy fluxes. During the summer in northern Alaska, Mendez et al. (1998) found 

that 46 percent of net radiation went to latent heat of evaporation over wetlands, in contrast to 23 

percent in a dryer upland tundra site.  Jacobs and Grondin (1988) found that strongly positive 

sensible heat fluxes from two large lakes on south-central Baffin Island, N.W.T., Canada led to 

relatively warm (2o C above regional conditions) summer climate conditions in the interior 

lowlands relative to dry regions of the interior.  Jeffries et al. (1999) found that conductive heat 

flow from water below the ice and snow layer near Barrow, Alaska provides a significant source 

of winter heat flux to the atmosphere.   

The importance of the disparate heat fluxes from land and open water areas has led to the 

introduction of lake modules in regional climate models for the prediction of both past and 

present conditions (Goyette et al. 2000, Hostetler et al. 2000).  Hostetler et al. (2000) used a 

regional climate model nested within a General Circulation Model (GCM) to simulate the effect 

of Lake Aggasiz on central North American climate 11,000 years ago. Goyette et al. (2000) 

included a mixed layer lake model within the Canadian Regional Climate Model (CRCM) to 

represent the evolution of water surface temperature and the initiation of lake ice cover, with the 

motivation of improving prediction of lake-induced winter precipitation downwind of the 

Laurentian Great Lakes.   

 

Despite recent interest in representing the atmospheric effects of lakes in regional climate models, 

the hydrologic effects of lakes are largely neglected in the land surface schemes (LSS) of GCMs 
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used to predict the earth’s climate.  This is due in part to the scale differential: at the scale of 

current-generation GCM model grid cells, lakes rarely occupy an entire model grid cell, or even a 

major part of one. Seven of the 21 LSS that participated in the Project for Intercomparison of 

Land-surface Parameterization Schemes (PILPS) Phase 2(e) arctic model intercomparison 

(Bowling et al. 2002b) calculated evaporation from open water areas within the model grid cell.  

Only two of the models represented the storage retardation effect of lakes on the runoff 

hydrograph. 

In this paper, we describe an algorithm to represent the evaporation and storage effects of lakes 

and wetlands within the variable infiltration capacity (VIC) macroscale hydrology model.  The 

model is evaluated with respect to its ability to represent water temperatures, net radiation, ice 

freeze/thaw and runoff production for a variety of high-latitude locations.  It is then used to 

investigate the influence of lake and wetlands on the spatial and temporal distribution of water 

and energy fluxes for the Putuligayuk River watershed, on the Alaskan Arctic coastal plain.   

MODEL DESCRIPTION 

The lake model is intended for use within the framework of the Variable Infiltration Capacity 

(VIC) macroscale hydrology model (Liang et al. 1994; 1996, Cherkauer and Lettenmaier 1999).  

VIC has been applied in many diverse environments, including a global application at 2o 

latitude/longitude resolution (Nijssen et al. 2001) and across the contiguous U.S. at 1/8o 

resolution (Maurer et al. 2002). Surface runoff is generated according to the variable infiltration 

curve, which represents the dependence of infiltration capacity on the spatial distribution of 

surface soil moisture (Liang et al. 1994).  Baseflow is generated according to an empirically-

based nonlinear soil moisture relationship (Liang et al. 1994). The effects of seasonally and 

permanently frozen soil on infiltration and runoff are represented using the method of Cherkauer 

and Lettemaier (1999) and Cherkauer et al. (2002). Once generated, surface runoff and baseflow 

are released from the model grid cell and are therefore no longer available for use within the grid 

cell.  An independent routing model is used to route the runoff and baseflow to the basin outlet 

for prediction of streamflow hydrographs (Lohmann et al. 1998).  The model is designed to be 

applied at scales sufficiently large that subsurface transfer of moisture between model grid cells 
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can be neglected, and all transfer of moisture between grid cells occurs via the runoff routing 

postprocessor. 

The algorithm described here is intended to represent the effects of lakes and wetlands in the VIC 

model by creating a surface wetland land class that can be added to the grid cell mosaic, in 

addition to the vegetation and bare surface land classes.  The wetland class represents seasonally 

flooded ground as well as permanent water bodies.  Water and energy components of the 

combined lake and wetland are resolved at each model time step.  The energy balance of the lake 

component builds on the work of Hostetler and Bartlien (1990), Hostetler (1991), and Patterson 

and Hamblin (1988), while that of the exposed wetland follows Cherkauer and Lettenmaier 

(1999). 

Lake Algorithm Description 

Evaporation from the water surface is calculated in each time step by solving a surface energy 

balance in the manner of Hostetler and Bartlien (1990) and Hostetler (1991).  Energy exchange 

with the atmosphere takes place within a fixed depth surface water layer. Latent and sensible heat 

fluxes from the open water area are calculated based on an aerodynamic drag coefficient (e.g. 

Brutsaert 1982). Absorption of solar radiation by the surface layer is assumed to follow Beer’s 

law.  A two-band system is assumed, so radiation intensity as a function of depth, h, is given by  

(Patterson and Hamblin 1988): 

 ( ) ( ) ( )[ ]hAhAIhI NIRNIRvvo λλ −⋅+−⋅= expexp  (4.1)  

where Io is the net shortwave radiation at the water surface, Av and ANIR are the fractions of total 

radiation in the visible and near-infrared bands, respectively, and λv and λNIR are the attenuation 

coefficients of the two bands.  

Figures 4.1 and 4.2 compare model simulations and observations of net radiation and water 

temperature from the largest of three thaw ponds monitored on the Alaskan Arctic coastal plain 

for the summers of 1999 and 2000. Other meteorological components needed to run the VIC lake 

algorithm, including downward solar and longwave radiation, wind speed and humidity are 

monitored at a nearby meteorological tower maintained by the Water and Environmental 

Research Center (WERC) at the University of Alaska Fairbanks (UAF).  Net radiation was 
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monitored using a Q-7.1 net radiometer from Campbell Scientific.  Wind induced convective 

cooling as air moves over the sensors can cause a reduction in the measured net radiation of up to 

6 percent for positive fluxes and 1 percent for negative fluxes.  The observed net radiation was 

adjusted for this bias using observed wind speed from the UAF meteorological tower.  Since the 

ponds are shallow (1 to 1.5 m), they are not affected by stratification and diffusive effects, and so 

provide a good evaluation of the surface energy balance alone.  Figure 4.1 shows that the energy 

balance calculation is able to represent both the daily average surface water temperature and net 

radiation of the thaw pond (Figure 4.1).  The mean diurnal cycle is also well represented, 

although the diurnal cycle of the simulated water temperatures is suppressed relative to the 

observations (Figure 4.2).   

 

0

5

10

15

20

25

S
im

ul
at

ed
 W

at
er

 T
em

p.
 (

o C
)

0 5 10 15 20 25
Observed Water Temp.(oC)

a)

0

100

200

300

S
im

ul
at

ed
 N

et
 R

ad
. (

W
/m

2 )

0 100 200 300
Observed Net Rad.(W/m2)

b)

Figure 4.1.  Simulated and observed daily average a) water temperature and b) net radiation for 
a thaw pond on the Alaskan Arctic coastal plain, June – August, 2000 

In deeper lakes, the average temperature for each layer is resolved by solving a set of 

simultaneous equations.  Included in these equations are the effects of radiation absorption by 

each layer and the eddy diffusion of heat from adjacent layers by molecular and wind-induced 

turbulent mixing (Hostetler and Bartlien 1990). Convective mixing due to temperature 

instabilities is also represented (Hostetler and Bartlien 1990).  The number of computational 

layers in the lake is controlled by a user-specified number of nodes.  Lake layer thickness is 

dynamic in response to changes in water level.   

Figure 4.3a illustrates the average (1993-1999) observed water temperature profile of Toolik 

Lake, Alaska, for the ice-free period.  Toolik Lake is a 1.5 km2 kettle lake located in the foothills 

of the Brook’s Range (68o 38’ N, 149o 43’ W).  Its maximum depth is 25 m (7m average) and it is 
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ice-free from July through September.  Periodic lake temperatures and ancillary meteorological 

data have been collected by researchers at the Marine Biological Laboratory of the Woods Hole 

Oceanographic Institution since 1975 as part of the Arctic Long-Term Ecological Research 

project at the Toolik Field Station.  Figure 4.3b shows that the VIC lake algorithm captures 

several important features of the observed water temperature profile.   One of these is the depth of 

the thermocline (approximately 5 to 7 m) which is controlled in part by the depth of penetration 

of solar radiation. Another is the gradual downward migration of heat driven by eddy diffusion.  

Finally, the influence of convective mixing is apparent in late August, when the lake completely 

overturns and becomes isothermal in both the simulated and observed profile. 
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Figure 4.2.  Simulated and observed mean diurnal cycle for a) net radiation and b) water 
temperature for a thaw pond on the Alaskan Arctic coastal plain, averaged for the period June – 

August, 2000 

Freezing and thawing of the lake ice and snow accumulation over the frozen surface are 

represented in the VIC algorithm based on the method of Patterson and Hamblin (1988).   A two-

band solar radiation absorption model similar to equation (4.1) is assumed for the snow and ice 

layers. Exchange of energy with the atmosphere takes place at the snow and/or ice surface where 

the atmospheric fluxes must balance the heat flux out of the ice.  Heat flux through the ice is 

driven by the temperature gradient, and must balance the heat flux from the lake and the energy 

of ice formation at the ice/water interface.  Lake ice exists only if it exceeds a minimum 
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thickness.  When the ice thickness falls below this threshold, ice fractional coverage is reduced 

until the minimum thickness can be maintained. 

 

0

5

10

15

20

D
ep

th
 (

m
)

April May June July August September October

0 2 4 6 8 10 12 14 16

0

5

10

15

20

D
ep

th
 (

m
)

June July August

Water Temperature (degrees C)

Figure 4.3.  Observed (top) and simulated (bottom) mean water temperature profile (1993-1997) 
for the ice-free season for Toolik Lake in the foothills of the Brooks Range in northern Alaska. 

The ability of the ice model to represent the depth and duration of ice cover for a range of arctic 

lakes was evaluated using data from northern Sweden. Figure 4.4 shows simulated and observed 

ice thickness on Torneträsk lake (68.1956o N, 19.9930o E) from January 1989 through December 

1998.   Torneträsk is a large glacial lake in the high mountain region of Sweden with a mean 

depth of approximately 150 meters.  Ice thickness observations are collected weekly by the 

Swedish Meteorological and Hydrological Institute (SMHI).  The simulated data represents a 

fraction of the VIC model grid cell closest to the observation location.  Meteorological data for 

this simulation came from the PILPS 2(e) model intercomparison (Bowling et al. 2002b).  

Maximum ice depth and the timing of break-up are well represented, despite an apparent bias in 
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the initiation of ice-cover in the fall.  This bias is likely due to the inability of the simple one-

dimensional model to represent the impact of wind, which suppresses continuous ice formation.   

Despite similar observed ice thickness in 1997 and 1998, the simulated ice thickness is much 

shallower in 1997 than in 1998.  Air temperatures are colder in early 1998 when compared to 

1997, which may partially explain the difference.  In addition, the simulated ice thickness in 1997 

may reflect an over sensitivity to the insulating effects of early season snow precipitation in the 

fall of 1996.  
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Figure 4.4  Simulated and observed ice thickness for Torne Lake (68.1956o N, 19.9930o E), 
northern Sweden, for the period 1989-1998. 

The simulated dates of lake freeze-up and break-up for the period 1989 to 1998 on 14 lakes 

within the Torne-Kalix river basin in northern Sweden is shown in Figure 4.5.  These dates are 

compared to observed dates of ice formation and break-up, which were collected by SMHI.  For 

the simulated ice cover, the dates of freeze-up and break-up are defined, respectively, as the date 

on which the ice cover becomes continuous and the date on which the ice cover becomes 

fractional (for the “effective lake” in the 1/4o VIC model grid cell corresponding to the 

observation location).  On average, the VIC algorithm is able to correctly represent the duration 

of the ice-covered period for these 14 lakes.  The largest lakes (simulated lake area greater than 

20 km2) are indicated by open circles.  There is a tendency for VIC to simulate a break-up date 

later than that observed for these lakes, which may be a function of river flow or other mechanical 

action not represented in the model which aids in the break-up of ice cover of most lakes. 
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Figure 4.5.  Simulated and observed julian day of a) lake break-up and b) lake freeze-up for the 
period 1989-1998 for 14 lakes in the Torne-Kalix basin, Sweden.  Open circles indicate lakes 

greater than 20 km2 in area. 

Wetland Algorithm Description 

Unique features of the VIC lakes and wetland algorithm include the interaction of the simulated 

lake with the VIC model grid cell and the ability to represent wetlands of varying size. The 

algorithm can be summarized as follows (see Figure 4.6): 

• All open water areas within a VIC model grid cell are simulated together as an effective 

grid cell lake. 

• A user-defined fraction of runoff from vegetated areas within the grid cell is diverted to the 

lake.  This represents the storage retardation effect of lakes on spring melt.   

• Once the new lake level is calculated, runoff is released from the lake according to a stage-

based rule curve. 

• Specification of a variable depth-area relationship allows for the representation of the 

reduction in surface water extent and the emergence of wetland vegetation following 

drainage of seasonally flooded wetlands. 

Wetlands are defined as areas that are inundated for some portion of a year (Zoltai 1979).  The 

tendency of a region to flood periodically can be represented within the VIC model by specifying 

a depth-area relationship for the maximum inundated fraction of the grid cell.  For the clarity of 

subsequent discussion, ‘wetland’ fraction, Cwet, will be used to refer to the maximum fraction of 

the VIC model grid cell that can be flooded, while ‘lake’ fraction, flake, refers to the fraction of 

Cwet that is inundated for a given time step.  As illustrated in Figure 4.7, as the stage of the 
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simulated lake drops, the open water area is recalculated and additional wetland area exposed. 

The energy and water balance of the newly exposed wetland is solved as an additional vegetation 

tile.  The water balance of the wetland system can be represented as follows: 

 ( )[ ] DRfEfEPS veglakevlakew −+−⋅+⋅−=∆ 1  (4.2) 
where ∆S is the change in soil moisture, lake and snow storage, P is precipitation, Ew and Ev are 

evaporation from the open water and wetland vegetation, respectively.  Rveg is the runoff (and 

baseflow) into the lake from the non-wetland portion of the gridcell and D is the discharge out of 

the lake.   

 
Figure 4.6.  Schematic of the VIC lake algorithm. I: Evaporation from the lake is calculated via 

energy balance, II. Runoff enters the lake from the land surface, III: Runoff out of the lake is 
calculated based on the new stage, and IV: The stage is re-calculated.   

 The soil column under the lake is assumed to be saturated.  As the lake area is reduced, the soil 

moisture of the non-lake area is updated to include the newly exposed fraction of saturated soil 
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(Figures 4.7b and c).  Likewise, as the lake area expands, some of the lake volume must go to 

saturating the newly inundated soil (Figure 4.7d).  The average soil moisture for the wetland 

fraction is therefore updated as follows:   

 ( ) max1 WfWfW lakevlake ⋅+⋅−=  lakelake ff ≤′  (4.3) 

 ( ) max1 WfWfW lakevlake ⋅′+⋅′−=  lakelake ff >′  

where  and  represent the new and old lake fraction, respectively. Wlakef ′ lakef v is the wetland soil 

moisture for the current timestep and Wmax is the total soil moisture storage capacity of the soil 

column.  The volume of water (as mm per unit area) from the expanding lake used to recharge the 

wetland soil moisture is calculated as follows: 

 Recharge  ( ) ( vlakelake WWff −⋅−′= max ) lakelake ff >′  (4.4) 

Changes in lake stage are calculated via a water balance for the saturated lake area. Runoff into 

the lake is composed of all runoff and baseflow from the exposed wetland and a fraction of the 

runoff and baseflow from all other grid cell vegetation types, as follows: 

  (4.5) ( ) ( )( ) ( ) ( ) ( ) wetlakeww

N

i
vvvwetlandvegin CfBRiCiBiRRRR ⋅−⋅++⋅+⋅=+= ∑

=

1
1

α

where Cv is the fraction of the grid cell occupied by vegetation type i, and Rv and Bv are the 

runoff and baseflow from vegetation type i.  α is a user-specified parameter controlling the 

portion of runoff from the vegetated areas that flows into the lake.  Rw and Bw are the runoff and 

baseflow from the wetland. 

To avoid the complications due to the variation of lake area with depth, lake volume is the state 

variable used for the water balance.  A revised depth is calculated by piecewise integration of the 

volume and area curves.  Discharge from the lake (mm/surface area) is calculated as a function of 

the new depth, as follows: 
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where Rmax is the maximum runoff rate (in mm/timestep), z is the current lake depth, zmax is the 

depth at maximum areal extent (i.e. flake =1), and zmin is the minimum water level at which runoff 

is generated from the lake.  Runoff and baseflow from the lake are calculated from D(z), in 

proportion to their ratio in the inflow hydrograph.  Rmax, zmin, zmax and the depth-area curve are 

input parameters to the lake model.  Rmax is typically adjusted during calibration.   
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Figure 4.7.  Schematic for the wetland algorithm: a) when the lake is at its maximum extent the 

soil column is saturated, b) as the lake shrinks runoff from the land surface enters the lake and c) 
evaporation from the land surface depletes soil moisture, d) as the lake grows, water from the 

lake recharges the wetland soil moisture   

MODEL APPLICATION 

Background 

The Putuligayuk River is a 471 km2 watershed located entirely on the Arctic coastal plain in 

northern Alaska (see Figure 4.8).  The annual runoff hydrograph for the Putuligayuk River is 
 



58 

dominated by snowmelt and upwards of 90 percent of the annual discharge occurs in the two 

weeks following snowmelt.  The watershed contains numerous thaw ponds and other permafrost 

features that impede drainage. As a result between 50 to 70 percent of the watershed is flooded 

seasonally (Bowling et al. 2002a).  Bowling et al. (2002a) investigated the role of surface storage 

in ponds and wetlands on the hydrologic response of the Putuligayuk River and found that 

between 25 and 37 mm of snow melt water are not immediately available for runoff due to 

surface impoundment.  Between 15 to 16 mm of the stored water is returned to the atmosphere by 

evaporation from open water areas, as determined from evaporation estimates and classification 

of RADARSAT ScanSAR imagery (Bowling et al. 2002a).  The maximum extent of surface 

water was observed to decrease by 58 and 73 percent during the summer, in 1999 and 2000 

respectively, due to the combined effects of evaporation and drainage.  Following the large 

reduction in surface water extent, the drainage network becomes fragmented, and discharge from 

the watershed becomes near zero.   

The Putuligayuk River was simulated using the VIC model with the lakes and wetlands algorithm 

at a grid cell resolution of 1/8o latitude by longitude (approximately 4.5 km by 7.5 km). Soil 

freezing and thawing is represented with a constant temperature lower boundary set to 0o C at a 

depth of 3 m using the algorithm of Cherkauer and Lettemaier (1999).  Sublimation from blowing 

snow is also represented (see Chapter 5).  Daily minimum and maximum temperature and daily 

total precipitation were obtained from two National Climatic Data Center (NCDC) Co-operative 

observer stations located on the Alaskan North Slope at the Prudhoe Bay and Kuparuk air fields 

(see Figure 4.8).  Precipitation was corrected for gauge undercatch using the method of Yang et 

al. (1998) for an unshielded National Weather Service 8 inch standard gauge.  The corrections for 

this wind swept environment resulted in a 70 percent increase in cumulative precipitation over the 

simulation period and are a major source of uncertainty in winter snow accumulation.  Hourly 

water vapor pressure and wind speed were obtained from the Betty Pingo research site operated 

by the WERC at UAF.   Incoming shortwave and longwave radiation are not monitored in this 

remote location during the winter months, so they were estimated internally to the model, using 

the method of Thornton and Running (1999).   

The simulation period for the Putuligayuk was June 1994 through September 2000.  Stream 

discharge measurements were re-initiated by UAF in 1999 after being discontinued by the USGS 
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in the 1980’s.  Observed discharge in the Putuligayuk River is therefore only available for 1999 

through present.  The period from September 1998 through September 1999 was used for 

calibration of the streamflow hydrograph.  Calibration for streamflow primarily involved 

adjustment of the maximum runoff rate from lakes, and adjustment of the variable infiltration 

parameter, bi and soil hydraulic paramters.  The radiation extinction coefficients were adjusted 

slightly from published values (Patterson and Hamblin 1988) in order to obtain the best fit for the 

Toolik Lake profile, shown in Figure 4.3. The final radiation extinction coefficients and lake 

hydraulic parameters are listed in Table 4.1. 
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Figure 4.8.  Location of the Putuligayuk River watershed on the Alaskan Arctic coastal plain and 
routing network for the VIC model at 1/8o resolution. 

Lake Geometry 

The physical description of the lake and wetland extent for each model grid cell was based on 

observations and consists of two primary components: the wetland extent and the extent of 
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permanent water areas.  The depth-area relationship for the wetland portion of the watershed was 

derived from a time-series of classified RADARSAT ScanSAR images as described by Bowling 

et al (2002a). Bowling et al. (2002a) classified a sequence of images from the summers of 1999 

and 2000 into water and non-water areas.  From these classified images, it is possible to develop a 

time series of basin saturated extent, shown in Figure 4.9a.  Simulated depth from the thaw pond 

simulations shown in Figures 4.1 and 4.2, yields a corresponding time series of lake depth (above 

the minimum depth of the largest monitored ponds), shown in Figure 4.9b.  The combination of 

the saturated area and depth time series yields a plot of depth versus fractional saturated area 

shown as the black dots in Figure 4.9c.  The lower range of the saturated extent (approximately 

15 percent of the basin area) represents the point at which the wetlands are at their minimum 

extent.  The remaining open water area corresponds to the location of permanent lakes and thaw 

ponds.   

Table 4.1. Calibration parameters for the Putuligayuk River 
Lake hydraulic parameters 
Max. runoff rate, Rmax 0.0015 mm/hour 
Min. depth for runoff, Dmin 1.15 to 1.4 m 
Max. allowable depth, Dmax 1.54 m 
Coefficients for radiation 
attenuation 

Visible NIR 

Ice, λice 3.5 20 

Water, λwater 1.2 .1 

Snow, λsnow 12 20 
Other   
New snow albedo 0.95  

 

The depth-area relationship for fractional areas below 15 percent is based on the bathymetry of 

the lakes themselves.  The bathymetry of three typical thaw ponds on the coastal plain was 

determined using a laser-surveying station (total station) and inflatable raft.  Three transects were 

made of each pond.  The surveyed cross-sections were used to generate elevation contours within 

the Arc/Info geographical information system.  The elevation contours were converted into a 

depth-area relationship for all three ponds, also shown in Figure 4.9c.  The area was normalized 

and scaled such that the maximum percent area (the fractional basin area of permanent lakes and 

ponds) of each pond is 15 percent, as determined from the ScanSAR data.  Although the three 



61 

ponds differ in maximum area (6,000, 7,000 and 16,000 m2), the maximum depths are all between 

1 and 1.5 meters, and the scaled depth-area relationships are all similar, due to the influence of 

the permafrost layer.  It was therefore assumed that the average profile of pond fractional area 

versus depth is representative of the collective lakes and ponds of the coastal plain. 

 

0.0

0.5

1.0

S
at

ur
at

ed
 a

re
a

0.0

0.5

1.0

1

Jun

15 29

Jul

13 27

Aug

10 24

Sep

7

1999
2000

a)

1.0

1.5

2.0

D
ep

th
 (

m
)

1

Jun

15 29

Jul

13 27

Aug

10 24

Sep

7

b)

0.0

0.5

1.0

1.5

D
ep

th
 (

m
)

0.25 0.50
Fractional Area

0.0

0.5

1.0

1.5

0.25 0.50
0.0

0.5

1.0

1.5

D
ep

th
 (

m
)

0.25 0.50
Fractional Area

0.0

0.5

1.0

1.5

D
ep

th
 (

m
)

0.25 0.50
Fractional Area

c)

Figure 4.9.  a) Fractional inundated area of the Putuligayuk River watershed versus time derived 
from RADARSAT ScanSAR imagery (from Bowling et al. 2002a), b) Simulated relative lake depth 

versus time for a monitored thaw pond on the coastal plain, and c) Derived depth-area 
relationship (line) using RADARSAT observations from wetlands (black diamonds) and surveyed 

depths for ponds (open circles). 

Polynomial curves were fitted to both sets of data points shown in Figure 4.9c to derive a 

theoretical depth-area relationship for the lake and wetland portions of the Putuligayuk 

catchment, as follows: 
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where A is the fractional lake area, z is the water depth, and zmin is the relative depth at which A = 

Amin, the fractional area of permanent water bodies.  The same profile shape was used for each 

grid cell in the Putuligayuk watershed, scaled according to actual wetland area. Maximum and 

minimum inundated fraction was determined for each grid cell, using classified RADARSAT 

images for 2000.  That is, the maximum saturated area possible in the VIC model is set equal to 

that observed by RADARSAT in 2000.  The depth corresponding to Amax (zmax) was assumed 

constant for each grid cell.  Using Amin, Amax and zmax, zmin was calculated for each grid cell from 

equation (4.7).  The observed wetland areas at maximum extent varied from 16 to 72 percent of 

the model grid cells, while at minimum extent wetland area varied from 2 to 9 percent of the 

model grid cells. 

Results 

The summer seasonal water balance on the Arctic coastal plain depends almost completely on the 

quantity of water entering the system as snowmelt. The end-of-winter basin average SWE as 

determined from surveys by UAF in early-May was 87 mm in 1999 and 124 mm in 2000. In 

comparison, the simulated average May SWE was 112 mm in 1999 and 114 mm in 2000. The 

predicted basin average end-of-water snow water equivalent (SWE) is based on the catch-

corrected winter precipitation less sublimation/condensation from blowing snow and the surface 

snow pack.  Errors in either of these quantities may account for the discrepancy in simulated 

SWE. 

As shown in Figure 4.10, despite the errors in prediction of basin average SWE the timing of 

snowmelt is approximately correct.  The observations of SWE in Figure 4.10 are from snow 

surveys at the monitored wetland complex adjacent to the Putuligayuk catchment.  Simulated 

SWE from the closest corresponding model grid cell is shown from January 1998 through 

December 2000.  Snowmelt typically occurs in late May and early June with the active layer 

beginning to thaw once the snow disappears.  Observed active layer depth inferred from 

temperature profiles at both the wetland site and an adjacent upland site are also shown in Figure 

4.10.  Both sites thaw at approximately the same rate for the first 30 to 50 cm.  Below this depth, 

the wetland site thaws more slowly due to the greater phase change energy required to thaw the 

saturated soils.  The maximum depth of the active layer in the upland site is unknown for each of 

the three years shown, since the temperature exceeds zero at the lowest measurement point (60 
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cm).  The active layer at the wetland site is typically more shallow, and varies between 50 and 70 

cm (maximum measurement depth 75 cm).  The VIC-simulated active layer depth represents an 

average of both the wetland and the upland portions of the grid cell and is consistent with the 

observations in both timing and the depth of thaw. The model appears to refreeze too rapidly in 

the fall, however this should not significantly effect predictions of the summer water balance.  

The sharp spike in active layer depth shown in August 2000 results from the simulated refreezing 

of the active layer in response to several days of below freezing temperatures.  This appears to be 

the result of a model instability, and requires further investigation.  
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Figure 4.10.  Simulated and observed SWE (top) and active layer depth (bottom) for the wetland 
study site adjacent to the Putuligayuk catchment.  Simulated SWE and active layer are indicated 

by the blue lines, observations by the points. 

Detailed observations of the duration of ice cover on the lakes and ponds are not available.  The 

duration of ice cover varies with lake size and depth, with ice cover typically disappearing in the 

latter half of June (Kane, personal communication).  The simulated last day of ice cover varied 

between June 6th and July 3rd amongst all grid cells and all years.  For the simulated years 1995-

2000, the difference in ice-free date between the first and the last grid cell to melt was as few as 5 

days or as many as 18 days.  Averaged over all of the grid cells, the ice melted earliest in 1998 
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(June 10th) and the latest in 1999 (June 24th).  Simulated freeze-up dates (first date with 100 

percent ice cover) varied between September 13th and October 29th. Averaged over all grid cells, 

the lakes froze earliest in 1996 (September 18th) and the latest in 2000 (October 20th).  

The rapid snowmelt on top of frozen soils illustrated by Figure 4.10 results in extensive flooding 

of the low-gradient coastal plain.  The simulated change in flooded area versus time for the years 

1995 to 2000 is shown in Figure 4.11a.  The model reflects the seasonal cycle inferred from 

previous field studies, with the saturated extent reaching an annual maximum immediately 

following snowmelt.  The maximum surface water extent for the six years varies between 

approximately 50 and 75 percent of the total catchment area, which is within the range of 

observations.  The saturated area frequently expands in the late summer in response to seasonal 

maximum precipitation.  An increase in the saturated extent in late summer was noted by 

Bowling et al. (2002a), albeit of lesser magnitude.  The simulated saturated extents for 1999 and 

2000 are shown in comparison with the RADARSAT-based estimates of Bowling et al. (2002a) 

in Figure 4.11b.  The magnitude of maximum saturated extent for both years matches well with 

that estimated from RADARSAT.  The rate of recession in saturated area in 1999 is not as steep 

as the observations, indicating that the simulated lakes do not drain as rapidly as observed.  In 

addition, the simulated saturated extent peaks early in 2000.  Since the simulated maximum 

runoff rate appears to be too low during the recession, this suggests that the early peak is not 

because runoff is released from the lake too rapidly.  The alternative is that runoff is getting to the 

lakes too rapidly, despite the fact that the simulated snowmelt appears to be well-timed.   In 

addition, in 1999 both the simulated saturated area and the simulated discharge (see Figure 4.12) 

are too responsive to the late summer rain events.  Both of these discrepancies suggest a problem 

in the representation of the overland flow hydraulics that requires further investigation of the 

interaction of the VIC runoff generation processes in a permafrost environment. 

Observed discharge for the Putuligayuk River is shown in Figure 4.12, along with the discharge 

predicted by the VIC model with the lake algorithm.  For both years, the predicted snowmelt 

hydrographs peak substantially earlier and lower than observed. The point observations of SWE 

equivalent, in conjunction with field observations that indicate these were typical of the area, 

suggests that simulated snowmelt did not occur early. In addition, the observations of saturated 

extent indicate that the stored snow meltwater drains from the lakes at an appropriate rate in the 
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simulations.  To some extent, the problem with the hydrographs reflects the same problems with 

overland flow hydraulics observed in the dynamics of saturated area. Perhaps a larger influence is 

the damming effect of the snow-filled channel itself. The channel of the Putuligayuk River is 

incised into the flat tundra and large parts of the channel are filled with snow at the end of the 

winter.  During snowmelt, the channel was observed to slowly fill with water for days before any 

measurable discharge was witnessed at the gauging location.  Therefore, even if the VIC 

algorithm reasonably predicts the timing of runoff reaching the river channel, it cannot predict the 

delay in discharge created by the snow-filled channel.  A similar result was found by Zhang et al. 

(2000) using the ARHYTHM distributed hydrology model to simulate runoff in two small snow-

dominated catchments in the foothills of the Brooks Range. 
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Figure 4.11.  Simulated total saturated extent versus time for the Putuligayuk River watershed. a) 
1995 through 2000 and b) 1999 through 2000 together with total inundated area on specific 

dates derived from RADARSAT ScanSAR imagery (Bowling et al. 2002a). 
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Figure 4.12.  Simulated and observed discharge for the Putuligayuk catchment: a) 1999 and b) 

2000. 

Discussion 

The volume of simulated runoff in response to snowmelt is larger than observed in 1999 (74 

versus 56 mm, simulated versus observed, respectively), but matches well in 2000 (87 versus 87 

mm). This ‘immediate runoff’ component is taken to be prior to June 27, 1999 and June 21, 2000 

as in Bowling et al. (2002a) (Chapter 3).  The overprediction in 1999 is presumably in response to 

the overprediction of SWE.  The components of the simulated water balance for 1999 and 2000 

are summarized in Table 4.2.  In the simulated water balance, 53 percent of the recharge (initial 

moisture plus snowmelt) becomes immediate runoff in 1999 and 61 percent becomes immediate 

runoff in 2000.  This corresponds well with the 52 percent and 61 percent for 1999 and 2000, 

respectively, inferred from the basin water balance.   Similarly, the simulated change in storage 

(both soil moisture and lake volume) over the summer corresponds very well with the estimates 

in Bowling et al. (2002a), both in magnitude and percent.  In 1999, the simulated change in 

storage was -3 mm (-2 mm previously) and in 2000, the simulated change in storage was –21 mm 

(versus –25 mm previously). 

The storage deficit resulting from lake evaporation (P-E lakes) matches the previous estimate for 

2000 well, both in magnitude and percent (12 percent versus 11 percent).  The discrepancy in 
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1999 is due to different precipitation totals for this application. Despite differences in 

initialization, the evaporation from open water areas in this application is actually very similar to 

that calculated by Bowling et al. (2002a).  In order to have a continuous precipitation record for 

the duration of the simulation, precipitation for the model runs is taken from NCDC Cooperative 

observer stations.  In Bowling et al. (2002a) the summer precipitation was measured at the 

wetland study site.  The summer precipitation used in the simulations is 19 mm higher in 1999 

than that used previously and 4 mm lower in 2000.  Such discrepancies further highlight the 

problems in precipitation measurement, particularly at automated stations in remote arctic areas 

and requires further investigation.   

Table 4.2. Simulated snow meltwater balance for the Putuligayuk 
watershed 

  1999 2000 
1 Initial storage: 27 mm 31 mm 
2 Snow melt inputs: 112 mm 114 mm 
3 Depth of recharge 

above base (1+2): 
139 mm 145 mm 

4 Immediate runoff: 53 % (-74 mm) 60 % (-87 mm) 
5 Recharge to tundra 

(3+4+6+7+9): 
12 % (-16 mm) 13% (-19 mm) 

6 Drainage: 14 % (-19 mm) 8% (-11 mm) 
7 P-E lakes:  0 % (0 mm) 12% (-18 mm) 
8 End of season storage: 22% (30 mm)  7% (10 mm) 
9 Change in surface 

storage (8-1): 
 -3 mm  -21 mm 

Notes: 
Percentage shown is the percentage of recharge above base. 

In the field-based study described by Bowling et al. (2002a), the highest degree of uncertainty 

was in the estimation of recharge to the tundra, which is assumed to be snowmelt input to the 

upland tundra that does not runoff.  In Table 4.2 this term is calculated as the residual of the other 

components of the water balance.  In 1999 and 2000, the simulated estimates (-16 and –19 mm) 

are larger than those estimated previously (-8 and -5 mm).  The drainage portion of the 

hydrograph is also not well represented.  In 1999, this is partially due to the difficulty in 

determining the drainage component of the simulated hydrograph since it is overly responsive to 
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the summer precipitation events. Both the drainage and the recharge components are likely 

influenced by the errors in representation of overland flow hydraulics mentioned earlier. 

The effect of the simulated lakes on the spatial distribution of annual evaporation is shown in 

Figure 4.13. Evaporation from the lakes and wetlands increases the prediction of seasonal 

evaporation from individual grid cells between 9 and 39 mm depending on the total lake area of 

the grid cell, or 23 to 92 percent of the seasonal evaporation without lakes and wetlands. In 

addition to the magnitude of the differences, the greater heterogeneity represented by the lakes 

algorithm may be more significant in influencing the generation of summer convective storms 

and the position of the Arctic frontal zone. 
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Figure 4.13.  Annual average evaporation for the Putluligayuk catchment (1995-2000), a) using 
the VIC lakes and wetlands algorithm and b) without the lakes and wetlands algorithm 

SUMMARY 

This paper describes the development of an algorithm to represent the hydrologic effects of lakes 

and wetlands within a macroscale hydrology model.  The algorithm allows for the growth and 

reduction of saturated area over time and the emergence of wetland vegetation.  Although the 
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focus has been the representation of Arctic lakes, it is a potentially useful tool for studying the 

interaction of water fluxes between wetlands and adjacent surface water bodies in many climates 

and regions.  Comparison of simulated and observed conditions for lakes in Alaska and Sweden 

indicate that the lake algorithm approximates the temperature and ice conditions of high-latitude 

lakes. 

The Putuligayuk River watershed in northern Alaska was simulated from 1994 to 2000 as a case 

study to evaluate the wetland algorithm.  This watershed is a dynamic system, in which the total 

basin saturated area varies by over 50 percent during the snow-free period.  The combined 

influences of permafrost, low topographic gradients, snow cover and numerous ponds and 

wetlands make it a difficult system to represent with a traditional hydrology model.  The depth-

area relationship for the wetland portion of the watershed was derived from a time-series of 

classified RADARSAT ScanSAR images.  The bathymetry of the lakes themselves was assumed 

based on surveys of three typical thaw ponds on the coastal plain.  The wetland algorithm was 

able to reproduce the observed change in basin saturated area on a seasonal cycle.  The simulated 

results suggest the following: 

• The lakes and ponds of the coastal plain thaw between  June 6th and July 3rd for the period 

1994 to 2000.  There is a wider range in the formation of complete ice cover, which varied 

between September 13th and October 29th. 

• Surface runoff from the wetlands ceased following snowmelt by June 10, 1999 and June 3, 

2000.  After this point, discharge was sustained primarily by baseflow drainage in 2000.   

Surface runoff was generated in response to precipitation events in the summer of 1999.  This 

is qualitatively consistent with the conclusions of Bowling et al. (2002a) based on hydrograph 

separation, however the surface runoff events are overpredicted in the simulation. 

• The presence of extensive open water on the Arctic coastal plain effects the spatial 

distribution of evaporation.  Estimated basin annual average evaporation is 60 percent higher 

(68 versus 42 mm) when the lakes are simulated, relative to the case with no lakes.  Perhaps 

more significant is the large degree of heterogeneity in evaporation (and latent heat) 

represented by the lake model. 
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• The timing of the simulated runoff response is sensitive to the partitioning of surface and 

subsurface runoff, a distinction with questionable meaning in this low-gradient, permafrost 

catchment.  Further investigation of the function of the VIC baseflow generating function in 

permafrost environments is required.    
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CHAPTER V: PARAMETERIZATION OF THE SUBLIMATION OF 
BLOWING SNOW IN A MACROSCALE HYDROLOGY MODEL 

INTRODUCTION 

The transport of snow by wind is prevalent over tundra, high to mid-latitude grasslands, high 

altitude steppes, alpine zones and ice sheets (Berg 1986, Petropavlovskaya and Kalyuzhnyi 1986,  

Groisman et al. 1997, Mann et al. 2000).   Observations of the frequency of occurrence of 

blowing snow events range between 16 to 35 days a year in northern Kazahkhstan 

(Petropavlovskaya and Kalyuzhnyi 1986) to over 90 days a year along the Russian Arctic coastal 

plain and in the Colorado alpine region (Groisman et al. 1997, Berg 1986).  Blowing snow events 

involve erosion, horizontal transport, deposition, and in-transit sublimation of snow and play an 

important role in the spatial and temporal distribution of water and energy fluxes in many high-

latitude regions. Tabler (1975) estimated that over half of transported precipitation sublimates in 

the high plains of southeastern Wyoming.  In the same region, Schmidt (1982) estimated that the 

sublimation flux rate was 39 percent of the mass rate of snow transported by suspension and 

saltation.   Average monthly rates of sublimation calculated for Halley Station, Antarctica varied 

between 0.13 to .44 mm/day (King et al. 2001). Pomeroy and Essery (1999) measured maximum 

sublimation rates during blowing snow events of 0.05 – 0.075 mm/hour (1.2 to 1.8 mm/day) in 

the Canadian prairies.  

Various studies indicate that sublimation during blowing snow events can represent a significant 

loss of moisture to the atmosphere over the winter in the tundra, alpine, and interior grasslands 

(Berg 1986, Dyunin 1959, Schmidt 1972, Pomeroy 1989, Kane et al. 1991, Hinzman et al. 1996, 

Hood et al. 1998).  On the low end, estimates of total seasonal precipitation lost to blowing snow 

sublimation are around 15 percent in the Colorado Front Range and 10 percent at Halley Station, 

Antarctica (Hood et al. 1998, King et al. 2001).   Such estimates increase to 23 to 41 percent of 

annual snowfall in the Canadian Prairies and 21 to 34 percent in arctic Alaska (Pomeroy 1989, 

Liston and Sturm 2002).  However, the importance of snow sublimation at regional scales is not 
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well established. It is difficult to directly measure sublimation. Water budgets in wind swept 

environments are highly unreliable because of precipitation gauge undercatch, particularly where 

unshielded gauges are employed.   

Adequate representation of sublimation is important not only for correct prediction of spring 

runoff, but also for determination of the spatial distribution of energy and water fluxes in mid-

winter and their subsequent influence on atmospheric circulation.  Many models have been 

developed that are applicable at point locations to predict the occurrence and quantity of mass 

transport and sublimation by blowing snow (e.g. Dery et al. 1998, Pomeroy et al. 1993, Bintanja 

2001).  All of these models calculate the mass rate of change of blowing snow particles based on 

the formulation of Thorpe and Mason (1966).  Fundamental differences in the point blowing 

snow models are introduced in the representation of the distribution of suspended particles for a 

given wind speed and in the representation of thermodynamic feedbacks from sublimation on the 

temperature and moisture content of the near surface boundary layer.  

There is some debate in the literature about whether blowing snow models tend to over-predict 

latent heat fluxes when negative thermodynamic feedbacks in the near surface boundary layer are 

neglected (Dery et al. 1998, Dery and Yau 2001, Xiao et al. 2000, Pomeroy and Li 2000). Based 

on work in Antarctica, King et al. (2001) and Mann et al. (2000) observed strong vapor pressure 

feedbacks following the initiation of blowing snow resulting in saturation of the air. Observations 

of saturation of the boundary layer during high wind speeds have not been widespread outside 

Antarctica (e.g. Schmidt 1982, Pomeroy and Li 2000).  Pomeroy and Li (2000) argue that the 

observed record of humidity and temperature implicitly account for the large-scale advection and 

entrainment that should minimize saturation of the near surface layer in the natural system. 

Recent concerns regarding over measurement of humidity by Vaisala hygrothermometers also 

suggest that the case for humidity feedbacks may be overstated (Dery and Stieglitz 2002).  In 

addition, simulation of the entrainment of drier air has been shown to overcome the 

thermodynamic suppression of sublimation (Bintanja 2001, Dery and Yau 2001).  

 

In the past, macroscale hydrology models have accounted for sublimation from the ground snow 

pack, while neglecting the sublimation of snow during transport.  Attempts have been made to 

create less computationally intensive versions of the point scale models for scaling to larger areas 

(e.g. Liston and Sturm 1998, Essery et al. 1999, Pomeroy et al. 1997, Dery and Yau 2001, 
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Bintanja 1998).  However, snow transport, and hence sublimation, in the point scale models are 

sensitive to the path length, or fetch, over which the atmospheric boundary layer develops 

(Pomeroy et al. 1993, Pomeroy and Li 1997).   Calculations of blowing snow fluxes over areas 

with varying fetch have used spatially distributed wind fields over gridded domains such that the 

fetch is calculated for each model grid cell (Essery et al. 1999, Liston and Sturm 1998).  

Alternatively, the mean fetch has been calculated for various landscape elements in a region as a 

pre-processing step (Pomeroy et al. 1997).    The effect of the variation in fetch across the domain 

of a macroscale model grid cell (typically 1/8 – 2o latitude by longitude) on sublimation rates is 

an issue that remains to be quantified.  In addition, the total sublimation rate during blowing snow 

events is sensitive to wind speed in a highly non-linear fashion (Essery et al. 1999, King et al. 

2001, Mikhel and Rudneva 1967), and hence to topography (van den Broeke et al. 1999).   

This chapter describes an algorithm that parameterizes the topographically induced sub-grid 

variability in wind speed, snow transport and sublimation in a blowing snow sublimation 

algorithm designed for use within macroscale hydrology models and other large scale land 

surface schemes. The algorithm is intended to provide consistent estimates of the relative 

influence of sublimation from blowing snow for continental-scale river basins, while balancing 

the land surface water and energy budget. In addition to the standard LSS inputs, the model 

requires specification of the standard deviation of terrain slope, the mean fetch and the lag one 

autocorrelation of terrain gradients for each model grid cell, as defined below.  Sublimation 

fluxes are solved for each vegetation class, for each model grid cell.  The model is compared with 

observed end-of-season snow water equivalent (SWE) and simulated estimates of sublimation 

from blowing snow for three tundra sites in North America, shown in Figure 5.1.  

MODEL DESCRIPTION 

The Variable Infiltration Capacity (VIC) model is a macroscale hydrology model that represents 

sub-grid variability in infiltration capacity through the variable infiltration curve (Liang et al. 

1994).  It includes a mosaic-type vegetation scheme, multiple soil layers and sub-grid 

representation of elevation zones.  VIC has been applied in many diverse environments, including 

a global application at 2o latitude/longitude resolution (Nijssen et al. 2001) and across the 

contiguous U.S. at 1/8o resolution (Maurer et al. 2002).  Recent work has focused on making the 
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model more representative of northern regions, including representation of frozen soils, spatial 

variability in snow and frost, and lakes and wetlands (Cherkauer and Lettenmaier 1999, 

Cherkauer et al. 2002).  
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Figure 5.1.  Location map of the three locations used to evaluate the blowing snow algorithm 

The blowing snow algorithm described in this paper is designed to work within the structure of 

the existing mass and energy-balance equations in VIC, which describe the temporal variation of 

snow water equivalent and snow surface temperature within a model grid cell.  For each 

vegetation fraction within the grid cell, the time rate of change of snow water (We) is: 

 ev
e QQpMP

dt
dW

−⋅−−=  (5.1) 

where dtWd e is the rate of snow water accumulation, P is precipitation, M is snowmelt and 

drainage, and Qe is evaporation and sublimation from the ground snow pack, for a time increment 

dt. All of the terms are in units of mm/timestep.  Qv is the sublimation from blowing snow and p 
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is the spatial probability of occurrence of blowing snow.   To aggregate the fluxes from each 

landscape element to grid scale values, the fluxes are weighted by the respective area of the 

landscape element.  Traditionally, the mass balance equation (5.1) would include a divergence 

term to represent the downwind transport of saltating and suspended snow out of (into) each 

landscape element.  It is assumed that at the scale of application of the VIC model, transport of 

blowing snow between vegetation elements is negligible relative to the rate of sublimation of 

snow in transit within a vegetation element.   

The method of calculating sublimation from blowing snow derives from existing column and 

small-scale distributed blowing snow models (e.g. Essery et al. 1999, Pomeroy et al. 1993, Liston 

and Sturm 1998). The model structure, shown in Figure 5.2, is summarized below.  The 

maximum mass transport of blowing snow, Qt_max, (in kg m-1s-1), is dependent on the mass 

concentration of saltating and suspended particles, as follows: 

  (5.2) ( ) ( )dzzuzdzuQ
tz

h
s

h

rrt ∫∫ ⋅+⋅=
*

*

0
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where u(z) is the height-dependent wind speed, assumed to follow a logarithmic profile, φr and ur 

are the mass concentration and particle speed in the saltating layer, assumed constant with height, 

z,  and φs is the vertical profile of mass concentration in the suspended layer.  The height of the 

saltating layer, h*, is estimated from wind shear (Greeley and Iversen 1985) and the height of the 

suspension layer, zt, is found as the height at which φs reaches zero (Liston and Sturm 1998). The 

mass concentration of suspended transport is calculated according to the power-law relationship 

of Kind (1992), based on height and surface shear stress. 

The maximum sublimation rate, Qv (mm), is then based on the sublimation loss rate of the 

saltating and suspended particles, as follows: 
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Here, Ψr and Ψs are the sublimation-loss rate of particles in the saltating and suspended layers, 

respectively, equal to the normalized time rate of change of the particle mass.   The first term is a 

conversion factor in order to obtain units of mm for equation (5.1).  The mean particle mass is 
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found by assuming that particle radii follow a two parameter gamma probability density function, 

based on the work of Schmidt (1982) and Pomeroy et al. (1993).  The time rate of change of  

Overstory?

SWE > 0?

Percentile 
wind speed

Saltation

Probability of 
blowing snow

Final percentile?

Fetch
 adjustment

Total transport 
and 

Sublimation

No Yes

Blowing 
sublimation

= 0
Yes

Snow mass
 and 

energy balance

Blowing
snow 

sublimation

Snow
accumulation No

 
Figure 5.2. Schematic illustrating the calculation of sublimation from blowing snow and 

interaction with the existing VIC snow model  
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particle mass is calculated according the formulation of Thorpe and Mason (1966) and is 

proportional to the undersaturation of atmospheric water vapor with respect to ice, defined as the 

fractional atmospheric relative humidity minus one.   The blowing snow algorithm occasionally 

results in extremely high sublimation rates that cannot be met by the available energy, leading to 

model instabilities.  Therefore, the maximum sublimation rate in the model is capped at 0.1 

mm/hr, based on the maximum rates of 0.05 – 0.075 mm/hr observed by Pomeroy and Essery 

(1999). 

The probability of blowing snow occurrence over a uniform spatial area (i.e. fractional area 

experiencing snow transport for each time step) is calculated assuming to a normal probability 

distribution dependent on wind speed, snow age, exposed vegetation roughness and air 

temperature (Li and Pomeroy 1997, Pomeroy and Li 2000).  By this method, the occurrence of 

blowing snow sublimation is restricted when vegetation height is high relative to the snow depth, 

so it is not necessary to suppress all transport when snow does not reach the vegetation holding 

capcity, in the manner of Liston and Sturm (1998).  

For inclusion in the VIC model, the blowing snow algorithm must be applicable for grid cell 

resolutions on the order of 1/2 degree latitude by longitude (approximately 1000 to 2200 km2 in 

area within the circumpolar arctic domain). In order to represent the large variation in wind speed 

in regions of complex terrain, the spatial distribution of wind speed within the model grid cell is 

represented by a Laplace distribution (Essery 2001).  Parameters of the distribution are calculated 

from the distribution of terrain slopes within the grid cell calculated at an effective spatial 

resolution of 50 m, as described below.  For large spatial domains, the parameters of the slope 

distribution are calculated at 30 arc second resolution (400 to 900 m) and re-scaled to be 

representative of the 50 m distribution using simple (monofractal) scaling relationships.  The 

actual transport capacity of the boundary layer, that is, the mass flux of snow particles that can be 

carried through saltation and suspension, depends upon distance along a homogeneous fetch.  The 

effective average fetch is calculated as a function of the variance of elevation, also described 

below. 
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Sub-grid variability in wind speed 

Based on an assumed linear theory of wind flow over topography, Essery (2001) demonstrated 

that the probability distribution of wind speed must be the same as the probability distribution of 

terrain gradients. The Laplace (double exponential) distribution provides an approximation of the 

distribution of terrain gradients for two tundra catchments in North America with very different 

topographies: Imnavait Creek (calculated at 50 m resolution) and Trail Valley Creek (calculated 

at 40 m resolution), as shown in Figures 5.3 and 5.4.  The Laplace distribution offers an 

advantage over other probability distributions because it relies on only two parameters and is 

easily integrated. 
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Figure 5.3.  Laplace distribution fit to east-west terrain slopes for a) Trail Valley Creek, NWT 
and b) Imnavait Creek, Alaska  

The probability distribution function of wind speed within a model grid cell is therefore assumed 

to be: 

 ( ) ( wo
w

uwwp σ
σ

−−⋅= exp
2

1 )  (5.4) 

where w is the spatially distributed wind speed. The grid cell mean (and median) wind speed is 

uo. We assume that uo is represented by the wind speed interpolated using least-distance squared 

from station observations to the grid cell centers. Because meteorological towers are located on 

flat fetches, the interpolated observations may be different than the mean.  
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As derived by Essery (2001), the standard deviation of wind speed, σw, is a function of uo, the 

standard deviation of terrain gradient (σt), and the Fourier transform of the gradient 

autocorrelation function.  The gradient autocorrelation is a measure of the extent to which the 

terrain gradient at distance x is related to the gradient at distance x+n∆x for n = 1,2, etc., 

calculated as follows: 

 ( ) ( ) ( )
2s

xnxsxs
n

∆+⋅
=ρ  (5.5) 

where s is the terrain gradient and  denotes a spatial average.  Lag-one refers to the value of 

the autocorrelation function for n=1.  
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Figure 5.4.  Digital elevation models of a) Imnavait Creek and b) Trail Valley Creek 

In order to investigate the variation in wind speed (as predicted by a linear windflow model) with 

respect to topographies with a range of values in autocorrelation, Essery (2001) generated 

synthetic topographies of a specified autocorrelation.   He found that the function describing σw is 

nearly linear for synthetic topographies with values of lag-one autocorrelation between 0.0 and 

0.9 (Essery 2001). To avoid computationally intensive numerical integrations, the standard 

deviation of the wind speed is therefore estimated as: 

 ( )φσσ 44.04.2 −= tow u  (5.6) 

where φ is the lag-one gradient autocorrelation.  For example, for the Trail Valley Creek 

watershed, Essery et al. computed a value of φ = 0.81, and σt = 0.044, which yields a coefficient 
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of variation of wind speed, σw/uo = 0.09.  That is, the spatial variation in wind speed is low with 

respect to the mean.  

The VIC wind parameterization requires the standard deviation of terrain gradients and the lag 

one gradient autocorrelation for each vegetation type and wind direction, for each model grid cell. 

For simplicity of model inputs, the standard deviation is calculated for the eight primary 

directions and then averaged to yield an effective value that varies with vegetation type.  For 

limited testing in Alaska and the Northwest Territories the standard deviation of terrain gradients 

varied only slightly based on wind direction.  In regions where this is not the case, the averaging 

has the potential to result in larger errors than when averaging of the results of the sublimation 

calculation for each wind direction (due to the highly non-linear dependence of sublimation on 

wind speed).  

 The total sublimation flux due to the spatially variable wind field is solved by summing the 

sublimation calculated for the average wind speed of ten equally probable intervals: 
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where Qvi is the sublimation rate calculated for each wind speed ui, n is the number of probability 

intervals to be solved and pi  (here equal to 1/n) is the probability that the spatially-varying wind 

speed falls within probability class i.  The wind speed ui is the expected value of the wind 

probability density function (equation 5.4) between limits calculated from pi, as follows: 
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Upscaling to large spatial domains 

Application of the blowing snow algorithm to large spatial domains is complicated by the absence 

of digital elevation data at resolutions sufficient to derive the terrain gradient distributions.  

Therefore, the distribution of terrain slopes at 50 meter resolution must be derived from the 

GTOPO30, 30 arc second resolution digital elevation data, that is available globally.   

Several researchers have investigated the (mono)fractal nature of topography (Klinkenberg and 

Goodchild 1992, Xu et al. 1993, Zhang et al. 1999) as well as the multifractal nature of 

topography (Lavalée et al. 1993, Lovejoy et al. 1995).  The convenience of monofractal 

topography is that it indicates the applicability of simple scaling.  That is, for re-scaled 

topography Zl, such that (Gupta and Waymire 1990): 

 ( ) ( )lxZxZl =   (5.9) 

a scaling function exists such that: 

 [ ] [ ]hhh
l ZElZE 1

θ=  (5.10) 

for all moments of order h. θ is the scaling constant, equal to 2 minus the fractal dimension, D, 

for a surface (Kono 1985).  

Lovejoy et al. (1995) demonstrated that the topography of Deadman’s Butte, Wyoming is 

multifractal in nature, which therefore requires a multiscaling approach when transforming 

between resolutions.  For both simple and multiscaling processes, the statistical moments, m(h), 

should be linear with respect to the scale, l, in log-log space.  A random field, Z, is considered 

wide sense multiscaling if the slopes of these linear functions, S(h), are nonlinear with respect to 

h (Gupta and Waymire 1990).  The Upper Kuparuk River basin is a tributary to the Kuparuk 

River located in the foothills of the Brooks Range, Alaska, adjacent to the Imnavait Creek 

watershed (see Figure 5.1).  A 50 meter resolution DEM is available for this basin (Walker 1996).  

A sampling of the statistical moments of terrain gradients for the Upper Kuparuk River basin is 

shown in Figure 5.5a, with respect to log (l).  As indicated by the black dots, the moments are 

found to be linear with respect to l for several grid resolutions (50, 100, 200, 400, 800,and 1600 

m), calculated from the 50 m DEM.  The corresponding GTOPO30 DEM was transformed to the 

universal transverse mercator (UTM) projection at 800 m resolution (grid cell distances in the 
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geographic projection vary between 600 and 900 m at this latitude).  The moments for this DEM 

(shown in red in Figure 5.5a) for resolutions of 800 and 1600 m indicate good correspondence 

between the 50 m and 800 m DEMs.  For resolutions above 1600 m, the moments become 

increasingly nonlinear for both DEMs.  Lovejoy et al. (1995) noticed the same nonlinearity for 

course resolution grids and attributed it to the small sample size at these resolutions.   The linear 

best fit lines for the 50 m DEM are therefore calculated from the first 6 values of l for each 

moment.  Unfortunately, with only two points available from the 800 m DEM from which to fit a 

line, it is not possible to recover the same slopes from the 800 m and 50 m DEMs, as indicated in 

Figure 5.5b.  The empirically derived lines in Figure 5.5b are convex downward with respect to 

the straight line expected from simple scaling, indicating that the multiscaling model is more 

appropriate for this terrain.  However, the difference is very small for moments up to two (the 

variance), so we conclude that simple scaling is appropriate for recovering the variance at 50 m 

resolution from the 800 m DEM.  
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Figure 5.5. Procedure for estimating terrain parameters from coarse resolution DEMs using data 
from the Kuparuk River basin: a) the log of the moments, m(h), of the distribution of terrain 

slopes versus the log of the scale, l.  The moment order is from top to bottom: h= 0.5, 1.0, 1.5 and 
2.0. b) the slopes, S(h), of the fitted lines in a)versus the moment order, h.  The solid black line 

indicates the relationship expected from simple scaling. 
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Since the slopes of the moments cannot be recovered from the 800 m DEM, an alternative 

method is used to calculate the fractal dimension of the surface, and therefore the scaling 

constant, θ.  The surface fractal dimension for the region spanned by one model grid cell is 

calculated using the variogram technique as described by Xu et al. (1993), including all elevation 

pairs from the GTOPO30 DEM within a VIC model grid cell.  This involves plotting the log of 

the average elevation difference of all pairs separated by an incremental distance.  The fractal 

dimension is calculated as the slope of the first linear portion of this graph. For the Upper 

Kuparuk data, this yields an estimate of the fractal dimension of 2.18, so θ = 2-D = -0.18.  For 

comparison, the estimate of θ taken from the 50 m data in Figure 5.5b is 
( )

1=

=
hdh

hdSθ = -0.19. 

To determine the standard deviation of the distribution of terrain slopes for each VIC model grid 

cell, the variance of the terrain slope is first calculated for each VIC model grid cell.  The 

GTOPO30 variance is re-scaled according to equation 5.10, where θ is calculated from the fractal 

dimension of the corresponding VIC grid cell estimated using the variogram method.  The scale, 

l, is equal to 16 (800 m/50 m) and the moment, h, equals 2, corresponding to the variance. Using 

this approach for the Upper Kuparuk basin, the estimate of the standard deviation of terrain 

gradients from the 30 arcsec DEM (0.048 m/m), is rescaled to 0.079 m/m.  This is within 6.8 % of 

the original estimate from the 50 m DEM (0.074 m/m, mean = 0.49 m/m). 

Non-Equilibrium Transport 

The total mass of downwind transport and sublimation of blowing snow depends upon the length 

of downwind development of the boundary layer, or fetch, from a point where blowing snow 

transport does not occur (Pomeroy et al. 1993).   The observations of Takeuchi (1980) and 

Pomeroy et al. (1993) indicate that the increasing downwind transport of snow over a region of 

homogeneous vegetation and wind speed a distance, x, from the initiation of transport follows an 

exponential profile of the form: 
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where Qt_max is the maximum rate of transport for fully-developed flow given in equation 5.2, fmax, 

is the fetch length for fully-developed flow and µ is a scaling factor. The scaling factor is set to 

3.0 following Liston and Sturm (1998) and Essery et al. (1999).  

For any parcel of the grid cell defined by homogeneous vegetation and wind speed, the average 

transport rate will be the integral of equation (5.11).  Since the maximum transport rate is zero by 

definition at the edge of each of these parcels, the lower boundary of the integration is zero.  The 

upper limit of integration is the average downwind distance for each parcel.  The challenge lies in 

defining this distance as an effective average to be used at large scale.  

In the remote Arctic, breaks in fetch can most often be related to terrain features such as river 

incisions, escarpments and divergence in slope and aspect, or relatively tall vegetation that serves 

to inhibit blowing snow transport. Man-made features such as roads, pipelines and snow fences 

may also be important locally, although they have minimal extent.  In Trail Valley Creek, 

N.W.T., Pomeroy et al. (1997) calculated the average fetch for dominant vegetation classes.  

Although the difference in vegetation alone may not be the cause of a break in fetch, it is often a 

useful surrogate for fine scale topographic features, since vegetation is often closely correlated 

with terrain and the related drainage.  Muller et al. (1999) developed a 50 m resolution land cover 

dataset for the Kuparuk River basin in northern Alaska based on Landsat imagery.  From the 

descriptions, it is clear that these classifications are closely tied to topography, with moist tundra 

occurring on the coastal plain and river terraces, tussock tundra on moist hillslopes, and 

shrublands along rivers and water tracks.  Since this dataset is of finer resolution and presumably 

higher quality than the available corresponding terrain data, the spatially-distributed average fetch 

for the Kuparuk is first estimated from the vegetation.  The eight vegetation classes in the Muller 

et al. (1999) dataset were re-grouped into three dominant classes: 1) dry tundra and barrens, 

shadows and low-shrub tundra, which show up primarily as gravel river beds and roads on the 

coastal plain, and sometimes as exposed ridges in the foothills, 2) moist prostrate-shrub tundra, 

wet tundra, open water and clouds and ice, found primarily on the coastal plain and valley 

bottoms, and 3) moist dwarf shrub tussock tundra, most often found on hillslopes.  For each VIC 

model grid cell, the average fetch of each land class was found automatically, using the following 

algorithm: 
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• The 50 m vegetation grid corresponding to each 1/8o VIC model grid cell is sampled for 

each of the four primary wind directions: N-S, E-W, NE-SW and NW-SE.   

• For each vegetation grid cell, the distance that can be stepped in each of four directions 

while remaining within the same land class is calculated. 

• The four direction values are averaged to obtain the average fetch for all directions. 

• This fetch is then averaged over all vegetation grid cells in the same class to obtain an 

average fetch for each land class. 

• Finally, the fetch is averaged over all vegetation classes, to obtain the average fetch for 

each VIC model grid cell.   

The final average fetch for each VIC model grid cell calculated by this method is shown in Figure 

5.6a.  The pattern generally corresponds to expectations, with fetch lengths less than 500 m in the 

foothills, and between 1000 to 3000 m on the coastal plain.   

0 1000 2000 3000

Fetch (m)

a) b) c)

 
Figure 5.6.  Comparison of average grid cell fetch for the Kuparuk River basin calculated by 
three methods: a) based on vegetation type, b) based on the magnitude of terrain slope and c) 

combined estimate using the minimum fetch estimated from terrain or vegetation. 
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High-quality, fine resolution vegetation data is not always available, so it would be useful to 

obtain the average fetch directly from the 30 arcsec DEM for regions of topographic control of 

fetch.  However, identification of the topographic classes that correspond to breaks in fetch is not 

straightforward.  Tabler (1975) predicted profiles of snowdrifts based on topographic slope along 

a transect.  Consistent with this approach, grid cells were assigned to different topographic classes 

based on a difference of 0.5 percent slope, and the average fetch was calculated as described 

above (shown in Figure 5.6b).   The topographic classes yield a spatial pattern consistent with the 

vegetation, although with generally longer fetches.   

The control of fetch by either topography or vegetation will change depending on which factor 

limits the fetch length.  For example, in regions of flat terrain, fetch is most often controlled by 

changes in vegetation.  In regions with reduced vegetation diversity, however, such as the high 

arctic, topography controls fetch.  Figure 5.6c shows a combined measure of fetch for the 

Kuparuk River basin calculated as the minimum of either the vegetation-based or the topography-

based estimate of fetch.  This figure indicates that for much of the basin, the fetch length 

calculated from vegetation is shorter than that calculated from topographic slope.  This may 

indicate that fetch is predominantly controlled by vegetation throughout the Kuparuk River basin, 

although the calculated fetch lengths are also influenced by the coarseness of the DEM data. In 

addition, since the vegetation classes are closely correlated with terrain, the short fetch lengths 

calculated from the vegetation dataset may reflect the dual-control of vegetation and terrain. 

The measure of fetch obtained from topography contains a region of high fetch in the western part 

of the basin, with a contrasting region of low fetch to the north and east.  The vegetation measure 

shows the reverse signal.  The region of low fetch in Figure 5.6b corresponds to a region of 

complex terrain (the White Hills) and may indicate a region where fetch is limited by topography 

that is not reflected in the uniform vegetation coverage.  The effect of each of these measures of 

fetch on estimated blowing snow sublimation is explored further below.    
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TEST APPLICATIONS OF THE VIC BLOWING SNOW ALGORITHM 

Imnavait Creek, Alaska, USA 

Imnavait Creek is a 2.2 km2 catchment located in the foothills of the Brooks Range in northern 

Alaska.  Low-growing grasses and sedges are the dominant forms of vegetation, with taller 

willow shrubs occurring in valley-bottoms.  Shallow soils and exposed rock are present on the 

ridges (Liston and Sturm 1998).  The topography of Imnavait Creek (shown in Figure 5.4 a) is 

gently rolling, with north-sound trending ridges spaced approximately 1-2 km apart.   

The catchment was represented by one VIC model grid cell with five fractional vegetation types, 

including dry, moist and wet tundras, shrubland and bare ground. Hourly observations of wind 

speed, relative humidity and air temperature for the VIC application were obtained from two 

meteorological towers operated in the basin by the Water and Environment Research Center 

(WERC), University of Alaska Fairbanks (UAF).  Daily precipitation was obtained from a 

Wyoming snow gage operated at the same site. The Wyoming gauge utilizes a double fence 

shield and is more accurate than the 8” standard National Weather Service gauges, so no gauge 

catch correction was performed on this record. Averaged over four sites, Yang et al. (2000) found 

that the Wyoming snow gauge captured 91 percent of the precipitation measured by a double-

fenced reference gauge, so gauge undercatch can still be a problem during windy events and is a 

source of uncertainty in this analysis.  The simulation was conducted hourly from October 1986 

through October 1993.  October 1986 through October 1987 was used for model spin-up and 

these results are not presented.  The terrain distribution and autocorrelation were calculated from 

a 50 m DEM of the area, so no fractal scaling was needed for this application. The example of 

fractal scaling shown in Figure 5.5 is for this region, however. 

Time series of basin-averaged snow water equivalent and cumulative sublimation simulated by 

the VIC model with and without the blowing snow sublimation algorithm are shown in Figure 5.7 

for the period October 1987 through October 1990.  Figure 5.7 illustrates the relative influence of 

estimated sublimation in this environment; no observations are available for comparison.  

Simulated seasonal sublimation from blowing snow varies between 12 and 49 mm for the six year 

period (1987 through 1993).  Vapor flux from the ground snow pack results in net evaporation 
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from the snowpack for five of the six years that averages 9.6 mm when blowing snow is 

represented.   
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Figure 5.7.  a): Cumulative blowing snow, surface and total sublimation for Imnavait Creek 
predicted using the VIC algorithm with the blowing snow algorithm (surface sublimation is 

slightly higher without the blowing snow algorithm) and b): Basin average snow water equivalent 
for Imnavait Creek predicted using the VIC algorithm with and without the blowing snow 

algorithm. 

 

Sublimation and redistribution of snow by wind was simulated for the Imnavait Creek watershed 

for the period September 1985 through May 1990 by Liston and Sturm (1998) using the 

SnowTran-3d snow transport model.  SnowTran-3d is fully distributed; wind speeds in the model 

were resolved for each 20 m pixel via an empirical wind weighting scheme based on terrain slope 

and curvature.  The transport of snow from cell-to-cell in the direction of the wind is calculated in 

each time step, along with sublimation, erosion and deposition.  SnowTran-3d therefore explicitly 

represents the small scale variations in wind speed and fetch that are parameterized in the VIC 

algorithm, however, it has not been extensively evaluated with respect to observations.  

Comparison of the VIC results with the distributed model results therefore allows assessment of 

the ability of the VIC algorithm to parameterize sub-grid variability in wind speed and fetch, but 
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provides only a qualitative evaluation of the magnitude of the sublimation fluxes. A daily time 

step was used for the simulation by Liston and Sturm (1998) and may have introduced errors to 

the simulation as the blowing snow model physics are based on sub-hourly relationships between 

wind speed and transport (Pomeroy and Gray 1990, Pomeroy et al. 1993). 

VIC-simulated maximum accumulated snow water equivalence (SWE) is shown versus 

observations of the domain-averaged end-of-winter SWE for the three years of complete overlap 

(1987-88, 1988-89 and 1989-90) in Figure 5.8a.  The observed SWE comes from unpublished 

data by Benson, as reported by Liston and Sturm (1998).  VIC underpredicts SWE for all three 

years.  This appears to be due to an underrepresentation of precipitation.  As shown in Figures 5.8 

a and b, the accumulated snowfall measured by the Wyoming gauge that was used in the VIC 

model is approximately equal to the snow on the ground in 1988 (measured precipitation is 101% 

of observed SWE) and is less than the observed SWE in 1989 and 1990 (measured precipitation is 

85% and 72% of observed SWE for 1989 and 1990, respectively).  Liston and Sturm (1998) used 

an iterative data assimilation approach in order to estimate total snow precipitation based on the 

observed SWE and simulated sublimation.  Their precipitation estimates are shown in Figure 5.8a 

along with the Wyoming gauge measurements used in the VIC simulations.   
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Figure 5.8.  Comparision of basin average annual quantities for Imnavait Creek: a) snow water 
equivalent predicted by the VIC blowing snow algorithm versus observations, b) gauge-measured 

precipitation versus precipitation predicted by Liston and Sturm (1998) and c) blowing snow 
sublimation predicted by the VIC blowing snow algorithm versus  sublimation predicted by Liston 

and Sturm (1998).  

VIC-simulated annual sublimation is compared with the estimates of Liston and Sturm (1998) in 

Figure 5.8c.  Despite the differences in precipitation, both models show similar estimates in total 

sublimation values. Liston and Sturm (1998) predict much lower rates of total sublimation in 
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1990 than in the other two years.  The lower sublimation rates in 1990 are due primarily to lower 

sustained wind speeds in 1990 than in 1988 and 1989 (Liston and Sturm 1998).  The relationship 

between sublimation and wind speed is highly non-linear (e.g. Essery et al. 1999).  Due to this 

non-linear nature, the daily average wind speed will not reproduce the same total sublimation flux 

as the observed hourly average wind speed.  The higher estimate from the VIC model may reflect 

an underprediction in blowing snow occurrence by Liston and Sturm (1998) due to the choice of a 

daily time step.  

Trail Valley Creek, Northwest Territories, Canada 

Trail Valley Creek is a 68 km2 research basin located 50 km north of Inuvik, NWT on the 

Canadian Arctic coastal plain.  Dominant vegetation includes sparse moss and lichen tundra in 

the upland regions and alder or willow shrub tundra on moister hillslopes and valley bottoms 

(Pomeroy et al. 1997).  Open water and black spruce forest make up less than 5 percent of the 

basin area. The topography is characterized by an east-west trending valley that is incised into a 

raised plateau, resulting in more complex topography than that of Imnavait Creek (Figure 5.4). 

The catchment was represented by one VIC model grid cell with four fractional vegetation types.  

Half-hourly observations of wind speed, relative humidity, air temperature and gauge-corrected 

precipitation were obtained from a meteorological tower operated in the basin by the National 

Hydrology Research Institute (Essery et al. 1999).  Half-hourly observations were aggregated to 

hourly for the VIC application, which was run from September 1996 through April 1997. The 

terrain distribution and autocorrelation were calculated from a 40 m DEM of the area, so no 

fractal scaling was needed for this application. The 40 m DEM was digitized from a 1:50000 

topographic map (Pomeroy et al. 1997). 

The time series of basin-averaged snow accumulation, snowfall and cumulative sublimation 

simulated by the VIC model with the blowing snow sublimation algorithm are shown in Figure 

5.9. Sublimation during blowing snow events was simulated in the Trail Valley Creek watershed 

from 11 September 1996 through 8 April 1997 by Essery et al. (1999) using an empirical 

adaptation of the physically-based Prairie Blowing Snow Model (Pomeroy et al. 1993). This 

Distributed Blowing Snow Model (DBSM), operates similarly to SnowTran-3d.  In this case, 

wind speeds for each grid cell were calculated for each of the 8 primary directions using the 

MS3DJH/3R linear windflow model (Walmsley et al. 1982).   
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Figure 5.9.  Accumulated snowfall and snow water equivalent and sublimation predicted using 

the VIC blowing snow algorithm for Trail Valley Creek  

Basin-average total sublimation from blowing snow for the simulated period was 56 mm for VIC 

as compared with 73 mm estimated by Essery et al. (1999). The simulated SWE for each 

vegetation class are compared with observations in Figure 5.10a (the lakes were not sampled).  

The total SWE for open tundra is fairly well represented; however, total accumulation in the 

shrub tundra and forest are underpredicted by VIC by approximately 60 mm.  Observed SWE in 

the forest and shrubs (215 and 219 mm, respectively) actually exceeds total precipitation (180 

mm).  This illustrates that for regions with intermixed vegetation, snow transport from one 

vegetation class to another can be important to representing the spatial distribution of SWE.  

Differences between observed and simulated SWE in the shrub tundra and forest is likely because 

this redistribution of snow from shorter to taller vegetation is not represented by VIC.  The lack 

of representation of snow redistribution between vegetation types also affects the estimation of 

sublimation, as shown in Figure 5.10b. The VIC algorithm duplicates the general trend in 

differences between vegetation types, but total sublimation from the shrubs and forests are lower 

in the VIC simulations than in Essery et al. (1999). Essery et al. (1999) represented snow 

transport into the shrub and forests from the upwind lake and open tundra areas.  This additional 

snow input meant that vegetation roughness elements were filled earlier in the snow season, thus 

increasing the calculated probability of blowing snow.   
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Figure 5.10.  Comparision of average sublimation for each vegetation type for Trail Valley Creek 

predicted by Essery et al. (1999) with the Distributed Blowing Snow Model and using the VIC 
blowing snow algorithm 

Kuparuk River, Alaska 

The full capabilities of the VIC blowing snow algorithm, including scaling of the terrain slope 

distribution and simplified representation of large spatial domains were employed on the ~8000 

km2 Kuparuk River in northern Alaska (see Figure 5.1).  The Kuparuk River drains north from 

the foothills of the Brooks Range to the Arctic Ocean. Imnavait Creek is located in the 

headwaters of the Kuparuk River. As shown by the elevations in Figure 5.11, moving northward 

from Imnavait Creek, the topography transitions to the relatively flat Arctic coastal plain. 

Vegetation of the coastal plain consists primarily of tussock tundra and wetlands. Meteorological 

conditions also have a strong north-south gradient, as shown in Figure 5.12. Hourly relative 

humidity, air temperature and wind speed were obtained from eight meteorological stations in the 

basin operated by WERC.  Daily rainfall was also obtained from the WERC stations.  Daily snow 

precipitation was obtained from two National Climate Data Center cooperative observer stations 

operated near the basin (Prudhoe Bay and Kuparuk) and two Natural Resource Conservation 

Service snow telemetry sites (Imanavait Creek and Sagwon).  Meteorological inputs were 

interpolated to the resolution of the VIC model grid (1/8o latitude by longitude) using a least-

distance squared interpolation routine (the SYMAP algorithm; Shepard 1984).  Precipitation was 

corrected for wind-induced gauge undercatch using a correction devised for the 8” standard U.S. 
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National Weather Service gauge as part of the World Meteorological Organization (WMO) 

precipitation gauge intercomparison project (Yang et al. 1998).  Precipitation bias adjustment is 

often approximate, particularly for liquid and mixed precipitation, so the true precipitation 

quantity remains a large source of uncertainty.  The average fetch for each grid cell was taken 

from the combined topography/vegetation calculation illustrated in Figure 5.6 c).  The variances 

of terrain slopes were scaled according to equation 5.10 with θ calculated from the fractal 

dimension of each grid cell. 

0 500 1000 1500
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0.0 0.1 0.2 0.3

St. Dev.

a) b)

 
Figure 5.11.  Spatial variation of terrain parameters in the Kuparuk River basin: a) 30 arcsec 

elevations and b) standard deviation of terrain slope.  

Wind speeds and average relative humidity tend to increase along the exposed coastal plain.   The 

corrected, gauge-measured precipitation also drops with the transition to the coastal plain. The 

Kuparuk River was simulated as 153 VIC model grid cells at 1/8o resolution.  Average modeled 

seasonal sublimation from blowing snow (for the winters 1994-95, 1995-96 and 1996-97) is 

shown in Figure 5.13 for a north-south transect of the Kuparuk basin.  The modeled seasonal 

average varies from a high of 55 mm in the foothills to a low of 14 mm in the central portion of 

the basin.  Average simulated sublimation on the coastal plain is approximately 30 mm. 
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Figure 5.12.  Gridded winter average meteorological inputs for the Kuparuk River basin, 
averaged over all longitudes to create and average north-south transect a) relative humidity, b) 
wind speed and c) total precipitation.  Wind speed averages were calculated only for days on 

which the average daily wind speed exceeded 5 m/s, for more direct comparison with Listion and 
Sturm (2002). 

Liston and Sturm (2002) simulated sublimation from blowing snow using the SnowTran-3d 

model for an 85 x 230 km region centered on the Kuparuk River.  Their application utilized a 100 

m x 100 m horizontal grid and daily time step and simulations were performed for the same three 

winters (1994 to 1997). Both VIC and SnowTran-3d estimate a region of low sublimation in the 

central portion of the basin, with increasing sublimation towards both the foothills and the coastal 

plain (see Figure 5.13).  However, Liston and Sturm simulate the highest rates of sublimation on 

the coastal plain, while the VIC algorithm estimates the greatest rates in the foothills.  On 

average, the VIC estimates are approximately 21 percent less than Liston and Sturm in the 

uplands (southern two thirds of the basin), while they are about 50 percent smaller on the coastal 

plain (northern one third of the basin).  Largely due to the differences on the coastal plain, Liston 
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and Sturm (2002) predict 13 mm more sublimation from blowing snow averaged over the entire 

domain for the three years, than does the VIC algorithm (37 versus 24 mm).    
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Figure 5.13.  Average sublimation (positive) during blowing snow, average condensation 
(negative) from the surface snow pack and total sublimation for the Kuparuk River basin. 
Sublimation was averaged over all longitudes to create an average north-south transect. 

One clear difference between the two model applications is that the precipitation inputs are 

fundamentally different.  As described above, precipitation input for the VIC application was 

obtained by gridding catch-corrected station data.   Liston and Sturm (2002) used extensive snow 

surveys to determine the end-of-winter distribution of snow water equivalent in April of 1995, 

1996 and 1997.  They then used an iterative process with the blowing snow model to estimate the 

precipitation inputs necessary to yield the observed north-south transect of snow water 

equivalent.  The assimilation method of Liston and Sturm yielded estimates of annual average 

precipitation similar to the corrected gauge data at its maximum in the foothills (approximately 

200-210 mm average for water years 1994 through 1996). However, although the trend in 

precipitation for the upland-coastal plain transition and the coastal plain is similar between the 

two methods, the maximum precipitation predicted on the coastal plain by Liston and Sturm is 

substantially higher than the corrected gauge data (approximately 153 mm versus 82 mm).  The 

differences need to be verified through continued monitoring of both gauge precipitation and the 

ground snow pack along the arctic coastal plain. 
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The total sublimation from blowing snow is tied to both the timing and quantity of precipitation.  

Transport of snow by wind cannot be initiated in SnowTran-3D until the snow holding capacity 

of vegetation is satisfied.  The calculation is different in VIC, but the effect is essentially the 

same. Therefore, if snow precipitation is underestimated, it reduces the length of the season over 

which blowing snow sublimation can occur. In addition, increasing time since the last snowfall 

decreases the probability of occurrence of blowing snow, as parameterized in VIC using the 

formulation of Li and Pomeroy (1997).   So if the frequency of precipitation events is 

underestimated (i.e. from unrecorded trace events), blowing snow transport will be simulated to 

occur less frequently.  Even with the relatively low sublimation rates predicted by the VIC model 

for the coastal plain region (26 mm/year, on average), total end-of-winter SWE is lower than that 

observed by Liston and Sturm (2002).  Therefore, it appears that the estimates of precipitation 

(and hence sublimation) in the VIC model are underestimated for this application. 

DISCUSSION AND SENSITIVITY 

Surface sublimation from the ground snow pack and total sublimation (blowing snow sublimation 

plus surface sublimation) are also shown in Figure 5.13. Along the entire length of the basin, the 

simulated seasonal surface sublimation results in net condensation to the snowpack. Although net 

seasonal condensation to the snow surface is not anticipated from the literature, estimates of this 

quantity in isolation from blowing snow over an entire arctic winter are rare.  Liston and Sturm 

(2002) do not simulate vapor exchange with the ground snowpack.  Simulated surface 

sublimation is driven by the vapor pressure gradient between the atmosphere and the snow 

surface, with a correction for atmospheric stability.  Snow surface vapor pressure is assumed to 

equal the saturation vapor pressure with respect to ice at the snow surface temperature. Snow 

surface temperature is solved by iteration in order to close the surface energy balance.  In mid-

winter, low snow surface temperatures result in a negative vapor pressure gradient even at times 

when the atmospheric relative humidity is less than 100 percent.  In a comparison of three 

turbulent transfer schemes with observations near Saskatoon, Canada for a two-day period in 

March, 1996, Pomeroy et al. (1998) found that the downward turbulent energies were 

overestimated by all three models.  The simulated rate of condensation by the VIC model for the 

Kuparuk basin may be due in part to inadequate dampening of turbulent mixing during stable 

conditions by the VIC snow algorithm. 
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The latent heat consumed by blowing snow sublimation further reduces the snow surface 

temperature, so surface condensation is slightly higher for the VIC model runs with blowing 

snow than those without (not shown).  In contrast, as derived by Thorpe and Mason (1966), 

sublimation from a suspended ice particle is independent of the temperature of the particle 

surface, it is dependent only on the atmospheric relative humidity.  Therefore, in the VIC model 

sublimation from suspended snow particles can be maintained at times when surface sublimation 

cannot.  

For this application, the atmospheric water vapor pressure is calculated from interpolated station 

observations of relative humidity.  Humidity measurements in arctic environments are frequently 

unreliable due to ice accumulation on the gauge.  Dery and Stieglitz (2002) recently documented 

the tendency of the Vaisala hygrothermomenters to overpredict vapor saturation. In addition, it is 

frequently unclear whether such instruments measure relative humidity for water vapor in 

equilibrium with a liquid of frozen surface.  For the reasons described above, the simulated 

surface sublimation is sensitive to small absolute changes in winter vapor pressure.  Uncertainty 

in the measured relative humidity is undoubtedly influential in the estimates of net surface 

condensation in this region.  

The influence of the VIC parameterizations on estimated blowing snow sublimation rates is 

shown in Figure 5.14.  A north-south transect of predicted blowing snow sublimation is shown, 

together with similar estimates for the case of unlimited fetch.  The unlimited fetch scenario 

results in a 65 percent increase in sublimation rates in the foothills where the complex terrain 

results in areas of limited fetch.    The difference virtually disappears on the coastal plain, where 

the calculated average fetch is sufficiently large (1 to 2 km) that it does not impose a significant 

limitation on sublimation rates.   The effect of fetch is further explored in Figure 5.15, which 

shows the seasonal sublimation from blowing snow in response to the three methods of fetch 

calculation shown in Figure 5.6.  For the average north-south transect, estimates of blowing snow 

sublimation for fetch lengths calculated from vegetation are indistinguishable from the combined 

vegetation/topography fetch lengths.  Once again, the estimates of blowing snow sublimation on 

the coastal plain are insensitive to small variations in fetch.   
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Figure 5.14.  Comparision of average sublimation from blowing snow computed with and without 

spatially varying fetch. 
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Figure 5.15.  Comparision of average sublimation from blowing snow computed by the three 
estimates of average fetch shown in Figure 5.6. 

 

The simulated sublimation from blowing snow is essentially zero when wind speed is assumed 

constant across the grid cell (equal to the value interpolated from meteorological stations).  This 

is because with the smoothing of the wind profile that results from interpolating sparse 

observations, wind speeds are frequently not high enough to initiate blowing snow.  This is 

consistent with previous observations that it is not possible to represent blowing snow transport at 

large scale without some parameterization of sub-grid variability in wind speed.  The effect of the 

re-scaling of the terrain distribution on the simulated blowing snow sublimation is shown in 
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Figure 5.16.  Using the variance in terrain slope calculated directly from the 30 arcsec DEM 

results in 24 percent less sublimation in the foothills and 7 percent less on the coastal plain.  A 

larger effect in the foothills is expected.  The complex topography of the foothills results in a 

greater spread of the spatial wind distribution, as reflected in the standard deviation of terrain 

gradient in Figure 5.11b.  The relationship of sublimation to wind speed is extremely nonlinear 

(King et al. 2001, Essery et al. 1999, Mikhel and Rudneva 1967), so greater spread in the 

distribution results in a higher mean sublimation.  The insensitivity of sublimation to the wind 

parameterization on the coastal plain is further evidence that blowing snow sublimation in this 

region is limited by snow availability for transport, rather than transport capacity. 
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Figure 5.16.  Illustration of the influence of scaling of terrain slopes on predicted blowing snow 
sublimation. 

CONCLUSIONS AND RECOMMENDATIONS 

This article describes an approximation of topographically induced sub-grid variability in wind 

speed, snow transport and sublimation in a blowing snow sublimation algorithm designed for use 

within the Variable Infiltration Capacity (VIC) macroscale hydrology model.  A sensitivity 

analysis has shown that it is essential to represent the sub-grid variability in wind speed in order 

to generate blowing snow transport at the mesoscale.  The algorithm provides an estimate of 

sublimation from blowing snow at the mesoscale, while simultaneously tracking the other land 

surface components of the water and energy balance. In addition to standard meteorological 

inputs, the model requires specification of three new parameters: the standard deviation of terrain 

slope, the standard deviation of terrain elevations and the lag one gradient autocorrelation for 
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each model grid cell.  These are calculated in advance using global digital elevation databases.  

Sublimation fluxes are solved for each sub-grid vegetation class, for each model grid cell.   

Model results are compared to simulated estimates of sublimation from blowing snow for two 

small tundra watersheds: Imnavait Creek, Alaska and Trail Valley Creek, Northwest Territories, 

produced by two different small-scale distributed blowing snow algorithms (Liston and Sturm 

1998, Essery et al. 1999).  Based on this comparison, the VIC algorithm reproduces some aspects 

of the variability between years and between vegetation types predicted by the other models. 

The VIC blowing snow algorithm was subsequently used to estimate sublimation from blowing 

snow and the ground snow pack for the 8000 km2 Kuparuk River watershed in northern Alaska.  

Based on these (currently unverifiable) model simulations: 

• Annual average sublimation from blowing snow varies from 55 mm in the foothills to 

approximately 25 mm on the coastal plain.  A regional low in blowing snow sublimation 

of approximately 14 mm occurs in the central portion of the basin. 

• Simulated sublimation from blowing snow on the coastal plain is lower than previously 

reported  

• Vapor flux from the ground snow pack results in net condensation for the winter between 

5 and 20 mm throughout the basin.  The combined fluxes therefore yield an estimate of 

total sublimation over the winter between 5 and 45 mm.  The cause and validity of the 

estimated condensation requires further analysis. 

The blowing snow algorithm is sensitive to estimations of average upwind fetch in regions of 

complex terrain.  A simple parameterization based on the standard deviation of elevation as 

determined from a 30 arcsec DEM shows promise in reproducing the average fetch as calculated 

from a 50 m resolution vegetation classification. Transport of snow between vegetation classes, 

which is not represented by the VIC algorithm, may prove essential for estimates of spatial snow 

distributions at local scale. 
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CHAPTER VI: CONCLUSIONS 

SUMMARY 

The three papers that constitute this dissertation evaluate two key land surface hydrologic 

processes in the Arctic:  the effect of lakes and wetlands on the surface water and energy budget, 

and the role of sublimation of blowing snow on snow accumulation subsequently available for 

runoff.  Preliminary attempts to simulate the water budget of two large arctic rivers, the 

Mackenzie and the Ob, with an existing macroscale hydrology model suggested the importance of 

these processes to representation of the land surface water budget.  The first study is based 

primarily on field observations, supplemented by remote-sensing, in the Putuligayuk River 

watershed, in the arctic of northern Alaska.  Results of this study showed that: 

• Evaporation and drainage result in a seasonal reduction of the extent of surface water bodies 

of 58 to 73 percent and a reduction of surface wetness over the summer period.  The largest 

decrease in saturated extent takes place in the first one to two weeks following snowmelt.  

After this point, the drainage network becomes disconnected, and the remaining decrease in 

surface water extent is primarily through evaporation. 

• Some of the surface storage deficit is made up during the early fall period when precipitation 

is generally at an annual maximum while ET is minimal to negligible.  Late summer 

precipitation may result in runoff from upland tundra areas to partially recharge pond storage.   

• The surface storage deficit carried over the winter must be satisfied the following spring 

before any runoff will be generated.  Between 24 to 42 percent of the snowpack water 

equivalent was not immediately available for runoff because it filled the ponds and wetlands. 

• This observed storage effect can be explained in large part by baseflow drainage and the 

excess of evapotranspiration over summer precipitation from open water areas.  Model 
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estimated evaporation from open water areas accounts for 50 and 64 percent of the snowmelt 

storage in 1999 and 2000, respectively. 

These observations led to the development of an algorithm to represent the effects of lakes and 

wetlands within the VIC hydrology model.  The unique feature of this algorithm is its ability to 

represent seasonally inundated areas by allowing the lake area to expand and contract over time.  

The lake expands in area in response to inflow from upland regions of vegetation.  Wetland 

vegetation emerges as the lake area contracts in response to evaporation and runoff outflow.  

Runoff ceases when the lake falls below a specified minimum depth, in order to represent the 

disconnection of the drainage network observed for many arctic lakes and wetlands.  Simulation 

of the Putuligayuk River watershed using the lakes and wetlands algorithm indicated that the 

model was able to represent the large seasonal change in inundated area of the Putuligayuk 

watershed and the relative size of the components of the summer water budget, although 

problems remain in the simulation of outflow hydrographs.  Analysis of the simulated system 

provides the following insights: 

• Simulated surface runoff from the wetlands ceased within days of peak snowmelt.  After 

this point, discharge is sustained primarily by baseflow drainage.  Isolated summer 

precipitation events can result in occasional surface runoff events that are also evident in 

the observed record. 

• The lakes and ponds of the coastal plain thaw in the latter part of June (between June 6th and 

July 3rd for the period 1995 to 2000).  There is a wider range in variability in the timing of 

complete ice cover, which varied between September 13th and October 29th. 

• The presence of extensive open water on the Arctic coastal plain effects the spatial 

distribution of evaporation.  Basin annual average evaporation is 60 percent higher (68 versus 

42 mm) when the lakes are simulated, relative to the case with no lakes.  Perhaps more 

significant is the large degree of heterogeneity in evaporation (and latent heat) represented by 

the lake model. 

The timing of the simulated runoff response is sensitive to the partitioning of surface and 

subsurface runoff, a distinction with questionable meaning in this low-gradient, permafrost 

• 
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catchment.  Further investigation of the function of the VIC baseflow generating function in 

permafrost environments is required. 

Examination of the mean simulated snow water equivalent (SWE) for May 1999 and May 2000 

indicates that total SWE is overestimated in VIC in 1999 and underestimated in 2000.  Initial 

simulations using catch-corrected winter precipitation resulted in overestimation of the end-of-

season SWE for both years.  This discrepancy led to a closer examination of the importance of 

sublimation from blowing snow events on the Arctic coastal plain and other wind-swept 

environments in the Arctic drainage basin. 

This third study resulted in the development of an algorithm to parameterize the transport and 

sublimation of blowing snow within the VIC model.  The model represents the spatial distribution 

of wind speed statistically within a VIC grid cell using the Laplace distribution of terrain slopes.  

The grid cell average fetch over which the boundary layer can develop is calculated as a function 

of the inverse of the terrain variance for the domain of each model grid cell.  The algorithm was 

used to simulate the accumulation and ablation of the seasonal snow pack within the Kuparuk 

River basin in northern Alaska, including sublimation during blowing snow events.  This study 

led to the following conclusions: 

• Annual average sublimation from blowing snow varies from 55 mm in the foothills to 

approximately 25 mm on the coastal plain.  A regional low in blowing snow sublimation 

of approximately 14 mm occurs in the central portion of the basin. 

• Simulated sublimation from blowing snow on the coastal plain is lower than previously 

reported  

• Vapor flux from the ground snow pack results in net condensation for the winter between 

5 and 20 mm throughout the basin.  The combined fluxes therefore yield an estimate of 

total sublimation over the winter between 5 and 45 mm.  The cause and validity of the 

estimated condensation requires further analysis. 

 

The blowing snow algorithm is sensitive to estimations of average upwind fetch in regions of 

complex terrain.  A simple parameterization based on the standard deviation of elevation as 

determined from a 30 arcsec DEM shows promise in reproducing the average fetch as calculated 
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from a 50 m resolution vegetation classification. Transport of snow between vegetation classes, 

which is not represented by the VIC algorithm, may prove essential for estimates of spatial snow 

distributions at local scale. 

These studies have resulted in changes in our estimates of evaporation from Arctic land areas.  

On the Alaskan Arctic coastal plain, the representation of surface storage and the sublimation 

from blowing snow results in an increase in the estimation of average annual evaporation in the 

VIC model on the order of 93 mm or approximately 34 percent of the gauge-corrected annual 

precipitation.  It is difficult to verify this estimate based on careful measurements alone because 

of the difficulty in conducting a simple water balance in this extreme environment. There is the 

potential for even greater changes in total evaporation volume for more southerly reaches of the 

Arctic drainage basin where radiation inputs are larger.  The Alaskan coastal plain environment 

studied in this research is typical of a large portion of the ungauged portion of the circumpolar 

Arctic drainage basin.  The increased predictions of evaporation from these areas effects 

estimates freshwater fluxes from the land surface to both the atmosphere and the Arctic Ocean, 

with important implications for our understanding of the broad scale impacts of land-atmosphere-

ocean interactions in the Arctic and their role in global climate. 

RECOMMENDATIONS 

The ability to evaluate the model algorithms developed here was limited by the quality of 

observed precipitation in the selected study areas, and throughout the Arctic. Quantification of 

precipitation, as well as other terms in the land surface water balance, remains a fundamental 

research question for Arctic system science.  Underestimation of precipitation by the standard 

gauges in operation in high-latitude countries by wind, wetting and evaporation losses is a well-

documented phenomenon (Sevruk and Hamon 1984, Goodison et al. 1998).     

The solution to the problem is not apparent.  Detailed field studies such as the Solid Precipitation 

Intercomparison sponsored by the World Meteorological Organization (Goodison et al 1998) 

have attempted to develop correction equations for standard precipitation gauges based on wind 

speed and gauge exposure statistics.  Several researchers have developed adjusted historic 

datasets based on these corrections (Adam and Lettenmaier 2002, Mekis and Hogg 1999, 

Groisman et al. 1991, Yang et al. 1999).  This is a good start, but even these attempts have proved 
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controversial within the scientific community due to disagreements over the nature of the field 

studies and application of the corrections. The quality of the correction also depends upon the 

availability of gauge metadata detailing gauge exposure, which in many cases is not available.   

Finally, it is not possible to correct nonexistent data.  The network of existing precipitation 

stations in the Arctic is sparse, and is generally concentrated along the coasts and at low 

elevations along major river valleys.  Nor does the future situation look better as the network of 

manned stations is decreasing throughout the former Soviet Union and Canada (SEARCH 2001).  

Recognition of the problem has yet to yield an agreed upon best method of measuring true 

precipitation, nor is it clear that such a method exists. 

In the near future, new and novel approaches may offer the best hope of precipitation estimation.  

For example, Liston and Sturm (1998, 2002) used observed distributions of snow on the ground, 

in conjunction with a blowing snow model to represent snow redistribution and sublimation, to 

back-calculate total winter snow precipitation.  Serreze et al. (2002) created a blended product of 

observed gauge precipitation and analysis fields from the European Centre for Medium-Range 

Weather Forecasting (ECMWF) model, to take advantage of the spatial resolution of the 

simulated product, while preserving the statistics of the observations.  Such approaches show 

potential as creative solutions to the critical problem of winter precipitation estimation in the 

Arctic, however, the resulting precipitation fields are highly model dependent and the techniques 

may be premature.  For example, Liston and Sturm (1998) describe the original development and 

testing of the SnowTran-3d blowing snow model in the same application that makes use of back-

calculated winter snow precipitation.  It is impossible to evaluate the interdependent, simulated 

snow precipitation and sublimation fields unless the blowing snow sublimation model is first 

tested using a best-quality, adjusted precipitation dataset. 

In addition to the question of solid precipitation estimation, the results from this study present a 

number of more specific challenges and opportunities for future research.  The assessment of the 

snowmelt water balance of the Putuligayuk River could be improved by a better understanding of 

the role of recharge to the upland tundra areas and the pathways of water exchange from the 

tundra to the wetlands in both the physical and the simulated system.  Kane et al. (1989) used 

runoff plots to investigate tundra recharge of the Imnavait Creek watershed in the foothills of the 
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Brook’s Range.  The low topographic gradients of the coastal plain may limit the usefulness of 

this approach. 

Finally, this study reveals some important questions regarding the representativeness of winter 

micrometeorological measurements in the Arctic.  The two-layer energy balance snow model in 

VIC predicts net condensation to the ground snow pack over the winter.  This appears to 

contradict numerous field observations in the Arctic, although mid-winter vapor exchange with 

the snowpack is not a quantity that is well observed.  Measurements of humidity in cold regions 

are difficult to conduct. Dery and Stieglitz (2002) documented that humidity observations 

collected by the Vaisala HMP35CF sensors in use at many Canadian automated weather stations 

are frequently biased towards the ice saturation point due to persistent icing of the instrument.  

Such a bias in the observed data could lead to an excess of condensation in the VIC model 

simulations. 
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APPENDIX A: THE HYDROCLIMATOLOGY OF THE ARCTIC 
DRAINAGE BASIN 

This chapter represents a reprint of: L.C. Bowling, D.P. Lettenmaier and B.V. Matheussen, 2000, 
The hydroclimatology of the Arctic drainage basin, in The Freshwater Budget of the Arctic 
Ocean, E.L. Lewis, ed., NAT0 Science Series 2, 70, ©Kluwer Academic Publishers, Dordrecht, 
The Netherlands. Reproduced with kind permission of Kluwer Academic Publishers.  
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